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Abstract

We present a new formulation for tree-tuple synchronized languages, much simpler than the existing one. This new formulation allows us to prove stronger structural results. As a consequence, synchronized languages give rise to new applications:

- to rewriting: given tree languages \( L_1 \) (synchronized), \( L_2 \) (regular), \( Rel(L_1) \subseteq L_2 \) is decidable for several rewrite-like relations \( Rel \).
- to concurrency: we prove decidability of the logic EF for a process calculus allowing some bounded form of communication. Consequently, the absence of deadlocks is decidable.

1 Introduction

In the field of tree\(^1\) languages, let us consider the so-called tree-tuple synchronized languages, i.e. the languages generated by Tree-Tuple Synchronized Grammars (TTSG for short). TTSG’s have been introduced to solve some equational unification [3, 4] and dis-unification [5] problems. They have next been applied to logic program validation [7], and one-step rewriting theory [6].

Before going on, it is necessary to recall what a TTSG is, using an example. The following TTSG contains four packs of synchronized productions:

\[
\begin{align*}
X & \Rightarrow f(X, X') & X & \Rightarrow b \\
Y & \Rightarrow f(Y, Y') & Y & \Rightarrow b \\
X' & \Rightarrow f(X, X') & Y' & \Rightarrow f(Y, Y') \\
X' & \Rightarrow b & Y' & \Rightarrow b
\end{align*}
\]

The first pack means that if \( X \) is derived into \( f(X, X') \), then \( Y \) must be derived into \( f(Y, Y') \) at the same time. Therefore if \( X \) appears in a given tree and \( Y \) does not, the tree cannot be derived by the first pack. If the axiom is the pair of non-terminals \( (X, Y) \), a possible derivation is:

\[(X, Y) \Rightarrow (f(X, X'), f(Y, Y')) \Rightarrow (f(X, f(X, X')), f(Y, f(Y, Y')))\]

Now there is an ambiguity: which \( X \) should be synchronized (derived at the same time) with which \( Y \)? To remove this ambiguity, a control (an integer) is attached to each non-terminal, along the derivation, and is increased to a new value whenever a pack of productions is applied. And the rule is: only non-terminals having the same control can

\(^1\)Trees are first-order terms.
be derived at the same time. Thus the above derivation is actually (For readability, control is written as non-terminal index):

\[(X_0, Y_0) \Rightarrow (f(X_1, X'_1), f(Y_1, Y'_1)) \Rightarrow (f(X_1, f(X_2, X'_2)), f(Y_1, f(Y_2, Y'_2)))\]

Now, an \(X\) and a \(Y\) can be derived at the same time only if they appear at identical positions in the two trees. Thus, this grammar generates the pairs of identical terms.

To get something interesting and more general for applications, control is indispensable. Unfortunately, this simple control is not enough when computing the natural join of two tree-tuple synchronized languages: we get a TTSG that needs a more complicated control (pairs of integers). Worse, when computing several joins incrementally, each step needs a control more complicated than the previous one (tuples of integers, see [4] for details). In this paper:

- We present a simple formalism which essentially is equivalent to TTSG’s of level 1 (i.e., those with an integer as control) but elegantly circumvents the use of controls. The idea is that in the new formalism, a non-terminal will represent tuples of synchronizable\(^2\) trees (instead of single trees) from which we will extract components, as needed. This new grammar formalism is given in the form of constraint systems for which we consider their least fix-point solutions. In other words, we adopt the bottom-up point of view instead of the top-down one\(^3\).

- Instead of formally proving the equivalence of the two formalisms, we prefer to present the vastly simplified proofs of existing results using the new formalism, and also take advantage of its simplicity by proving new results. In particular, we show closure by union and cartesian product (existing results), as well as closure by projection (new) and, as our key technical result, also closure under join (new\(^4\)). Moreover, we present a linear time emptiness for constraints (an exponential-time pumping technique, very complicated because of control, was used for TTSG’s), and a rather efficient membership test (comparable to [11] but much simpler).

- Thanks to the new results, we get new applications:
  - to rewriting: given tree languages \(L_1\) (synchronized, then non-necessarily regular), \(L_2\) (regular), we prove that \(\text{Rel}(L_1) \subseteq L_2\) is decidable for one-step, parallel, one-pass, one-pass root-started rewritings.
  - to concurrency: we extend the work of [9] on PA-processes by introducing bounded communications. We get a new concurrency formalism for which we show that the whole logic EF is decidable. In particular, we are able to verify that a given process is deadlock free.

2 Constraint Systems for Tuple Synchronized Languages

**Example 2.1** This is the example given in the introduction, but now expressed with a constraint system. In the signature \(\Sigma = \{ f^{(2)}, b^0 \}\) let \(L_{id} = \{ (t, t) \mid t \in T_\Sigma \}\) be the set of

\(^2\)I.e. that had identical control values.

\(^3\)Due to the essential equivalence, the reader may still also interpret constraint systems as grammars.

\(^4\)This amounts to show that TTSG’s of level \(n > 1\) are actually useless.
pairs of identical terms. \( L_{id} \) can be defined by the following grammar, given in the form of a constraint system:

\[
\begin{align*}
X_{id} & \supseteq (b, b) \\
X_{id} & \supseteq (f(1, 1, 2), f(1, 2, 2)) (X_{id}, X_{id})
\end{align*}
\]

where \( 1, 2, 1, 2, 2 \) abbreviate pairs (for readability). For example, \( 2_1 \) means \( (2, 1) \), which denotes the first component of the second argument (the second \( X_{id} \)). Note that since \( 1_1 \) and \( 1_2 \) come from the same \( X_{id} \), they represent two identical terms, in other words they are linked (synchronized), whereas for example \( 1_1 \) and \( 1_2 \) are independent.

**Example 2.2** Now if we consider the slightly different constraint system:

\[
\begin{align*}
X_{sym} & \supseteq (b, b) \\
X_{sym} & \supseteq (f(1, 1, 2), f(2, 1, 2)) (X_{sym}, X_{sym})
\end{align*}
\]

we get the set \( L_{sym} = \{ (t, t_{sym}) \mid t_{sym} \text{ is the symmetric of } t \} \).

**Example 2.3** In the signature \( \Sigma = \{ s^1, b^0 \} \) let \( L_{dbl} = \{ (s^n(b), s^{2n}(b)) \} \). It can be defined by the constraint system:

\[
\begin{align*}
X_{dbl} & \supseteq (b, b) \\
X_{dbl} & \supseteq (s(1), s(s(1))) X_{dbl}
\end{align*}
\]

**General formalization**

Assume we are given a (universal) index set \( N \) for tuple components. For \( I \subseteq N \) and any set \( M \), the set of \( I \)-tuples \( a : I \rightarrow M \) is denoted by \( M^I \). Often, we also write \( a = (a_i)_{i \in I} \) provided \( a(i) = a_i \) which for \( I = \{ 1, \ldots, k \} \subseteq \mathbb{N} \), is also written as \( a = (a_1, \ldots, a_k) \).

Different tree-tuple languages may refer to tuples of different length, or, to different index sets. Our constraint variables represent tree-tuple languages. Consequently, they have to be equipped with the intended index set. Such an assignment is called classification. Accordingly, a classified set of tuple variables (over \( N \)) is a pair \((\mathcal{X}, \rho)\) where \( \rho : \mathcal{X} \rightarrow 2^N \) assigns to each variable \( X \) a subset of indices. This subset is called the class of \( X \). For convenience and whenever \( \rho \) is understood, we omit \( \rho \) and denote the classified set \((\mathcal{X}, \rho)\) by \( \mathcal{X} \). The maximal cardinality of the classes in \( \mathcal{X} \) is also called the width of \( \mathcal{X} \). In particular, in example 2.1, \( N = \{ 1, 2 \} \), \( \mathcal{X} = \{ X_{id} \} \), and \( \rho(X_{id}) = \{ 1, 2 \} \). Thus, the width of \( \mathcal{X} \) is 2.

A constraint system for tree-tuple languages consists of a classified set \((\mathcal{X}, \rho)\) of constraint variables, together with a set \( \mathcal{E} \) of inequations of the form

\[
X \supseteq \sqcup \{ X_1, \ldots, X_k \}
\]

where \( X, X_1, \ldots, X_k \in \mathcal{X} \) and \( \sqcup \) is an operator mapping the concatenation of tuples for the variables \( X_i \) to tuples for \( X \). More precisely, let

\[
J = \{ (i, x) \mid 1 \leq i \leq k, x \in \rho(X_i) \}
\]

denote the disjoint union of the index sets corresponding to the variables \( X_i \) (in example 2.1, \( J = \{ (1, 1), (1, 2), (2, 1), (2, 2) \} \) abbreviated into \( \{1_1, 1_2, 2_1, 2_2\} \)). Then \( \sqcup \)
denotes a mapping $T^J_\Sigma \rightarrow T^\rho(\Sigma)$. Each component of this mapping is specified through a tree expression $t$ which may access the components of the argument tuple and apply constructors from signature $\Sigma$. Thus, $t$ can be represented as an element of $T^J_\Sigma$ where $T^J_\Sigma$ denotes all trees over $\Sigma$ which additionally may contain nullary symbols from the index set $J$.

Consider, e.g., the second constraint in example 2.1. There, the first component of the operator is given by $t = f(1, 2)$.

The mapping induced by such a tree $t$ then is defined by

$$t(s_j)_{j \in J} = t\{ j \mapsto s_j \}_{j \in J}$$

for every $(s_j)_{j \in J} \in T^J_\Sigma$. Accordingly, $\square$ is given by a tuple

$$\square \in T^J_\Sigma(\rho(X))$$

Let us collect a set of useful special forms of constraint systems. The constraint (1) is called

- non-copying iff no index $j \in J$ occurs twice in $\square$;
- irredundant iff $\square$ refers to each argument at least once, i.e., $\square$ contains at least one occurrence of some $(j, x_j)$ for each $j$;
- empty iff $\square$ contains no constructor application, i.e., $\square_x \in J$ for all $x \in \rho(X)$;
- Greibach iff each component $\square_x$ either is contained in $J$ or is a single constructor application $a(j_1, \ldots, j_n), a \in \Sigma, j_1, \ldots, j_n \in J$;
- regular$^5$ iff each component of $\square$ is a single constructor application of the form $\square_x = a((1, x), \ldots, (n, x))$ for each $x \in \rho(X)$.

The whole constraint system is called non-copying, (irredundant, non-empty, Greibach, regular) iff each constraint in $E$ is so.

For example, the constraint systems that define $L_{id}$ and $L_{sym}$ are non-copying, irredundant, and Greibach. Moreover $L_{id}$ is regular. On the other hand, $L_{dble}$ is not Greibach. It is always possible to write any constraint system in Greibach form. Thus the Greibach form of $L_{dble}$ is:

$$X_{dble} \supseteq (b_1, b_2)$$
$$X_{dble} \supseteq (s(1), s(2)) Y$$
$$Y \supseteq (1, s(1_2)) X_{dble}$$

A variable assignment is a mapping $\sigma$ assigning to each variable $X \in X$ a subset of $T^\rho(\Sigma)$ (i.e. a set of tuples of ground terms). Variable assignment $\sigma$ satisfies the constraint (1) iff

$$\sigma(X) \supseteq \{ \square(t_1, \ldots, t_k) \mid t_i \in \sigma(X_i) \}$$

Note here that the $\square$-operator is applied, in fact, to the cartesian product of the argument sets $\sigma(X_i)$. In particular, the tuples inside the argument sets are kept “synchronized” while tuples from different argument sets may be arbitrarily combined.

$^5$this corresponds to the notion of regular relation, i.e. the tree language over the product-alphabet obtained by overlapping the tuple components is regular.
The variable assignment \( \sigma \) is a solution of the constraint system iff it satisfies all constraints in the system. Since, the operator application in (3) is monotonic, even continuous (w.r.t. set inclusion of tuple languages) we conclude that each constraint system has a unique least solution.

3 Properties

3.1 Deciding Emptiness

The fix-point characterization of languages defined by tuple language constraint systems, allows us immediately to derive a polynomial emptiness test. In order to do that, we first observe that we can always remove from a constraint \( X \supseteq \emptyset (X_1, \ldots, X_k) \) all arguments \( X_j \) which do not contribute to the components of \( X \). Consequently, we have:

**Proposition 3.1** For every constraint system \( C \) we can construct in linear time a redundant constraint system \( C' \) such that \( C \) and \( C' \) have the same least solution.

For irredundant systems, however, emptiness can be decided along the same lines as for tree automata. For the constraint system \( C = (X, E) \) we (conceptually) introduce a new ranked alphabet \( \Delta \) which contains a new letter \( a_r \) for each constraint \( r \) in \( E \) where \( a_r \) is of rank \( k \) provided the right-hand of \( r \) refers to \( k \) variables. Then the uninterpreted regular constraint system \( C_0 = (X_0, E_0) \) of \( C \) is obtained as follows:

- \( X_0 \) is obtained from \( X \) by forgetting the classification.
- \( E_0 \) is obtained from \( E \) by replacing each constraint \( r \) of the form \( X \supseteq \emptyset (X_1, \ldots, X_k) \) with the constraint \( X \supseteq a_r (X_1, \ldots, X_k) \).

**Theorem 3.2** Let \( C \) denote a constraint system and \( C_0 \) the uninterpreted regular constraint system of \( C \). Furthermore, let \( \sigma \) and \( \sigma_0 \) denote the least solutions of \( C \) and \( C_0 \), respectively. Then the following holds:

1. If \( C \) is irredundant, then for every \( X \in X \), \( \sigma X \neq \emptyset \) iff \( \sigma_0 X \neq \emptyset \).
2. The set \( \{ X \in X \mid \sigma X \neq \emptyset \} \) can be computed in time linear in the size of \( C \).

Indeed, theorem 3.2 does not come as a surprise. Taking a closer look at our definition of tuple languages, reveals that these can be viewed as polynomial systems over a specific algebra of graphs (cf. [2]).

3.2 Basic Closure Properties

We are actually interested in non-copying constraint systems, which are enough to formalize tree-tuple synchronized languages, because there is no copying in TTSG’s. Let \( L \) denote the class of languages defined by non-copying constraint systems. We now collect some basic closure properties of languages in \( L \). Obviously, \( L \) is closed under union and cartesian product.
Proposition 3.3 Assume that \( L_1, L_2 \in \mathcal{L} \) are tree-tuple languages of ranks \( I_1 \) and \( I_2 \), respectively. Then we have:

- If \( I_1 = I_2 \), then \( L_1 \cup L_2 \) is in \( \mathcal{L} \), and
- If \( I_1 \cap I_2 = \emptyset \), then \( L_1 \times L_2 \in \mathcal{L} \) where for \( I = I_1 \cup I_2 \), the cartesian product \( L_1 \times L_2 \) is defined as the set of all \( I \)-tuples

\[
L_1 \times L_2 = \{ t \in T^I \mid |t|_i \in L_i \}
\]

The class of tree-tuple languages defined through constraint systems is not closed under intersection - even with a regular relation. The reason intuitively is that through intersection, we can construct the set of all complete binary trees which cannot be defined by any constraint system as considered here.

Finally, let us remark that \( \mathcal{L} \) is closed under projections.

Proposition 3.4 Assume that \( L \subseteq T^I \) and \( A \subseteq I \). then also the projection \( \pi_A(L) \) of \( L \) onto \( A \) is in \( \mathcal{L} \) where the projection \( \pi_A(L) \) is defined by

\[
\pi_A(L) = \{ t|_A \mid t \in L \}
\]

Although not stated explicitly in the propositions 3.3 and 3.4, the constructions for union and cartesian product can be implemented in linear time. The same clearly also holds for projection.

3.3 Join and Membership

Another operation on languages of tree-tuples is the join operation. Assume that \( I_1, I_2 \) are two index sets with \( I_1 \cap I_2 = \{ x \} \). The join of two languages \( L_i \subseteq T^I \) is defined by

\[
L_1 \Join L_2 = \{ t \in T^I \mid |t|_i \in L_i \}
\]

where \( I = I_1 \cup I_2 \). In case that the index sets are disjoint, we may select elements \( x_1 \in I_1 \) and \( x_2 \in I_2 \) which are to be identified. In order to do so, we construct the cartesian product of the two languages, select all tuples \( t \) where \( t_{x_1} = t_{x_2} \) and then project onto the set \( I = I_1 \cup I_2 \setminus \{ x_2 \} \). This operation is denoted by \( L_1 \Join x_1, x_2 L_2 \). Note that this operation can also be implemented by renaming the component \( x_2 \) of the language \( L_2 \) to \( x_1 \) and then apply the ordinary join.

In general, the family \( \mathcal{L} \) will not be closed under joins. An exception is the case where \( I_1 = \{ x \} \) and \( L_1 \) is a regular set of trees. Then \( L_1 \Join L_2 = \{ t \in L_2 \mid t_x \in L_1 \} \), and we find:

Proposition 3.5 If \( L_1 \subseteq T_{x}^{I(x)} \) is regular, and \( L \subseteq T^I \) is in \( \mathcal{L} \) with \( x \in I \), then \( L' = L_1 \Join L \) is in \( \mathcal{L} \) as well. Given a finite tree automaton of size \( m \) for \( L_1 \) and a constraint system of size \( n \) for \( L \) using a classified set of variables of width \( r \), the construction of a constraint system for \( L' \) can be performed in time \( O(n \cdot (m + 1)^r) \).

Prop. 3.5 can be used to compute the intersection of cartesian products of regular sets with languages from \( \mathcal{L} \).
Proposition 3.6 Assume \( I = \{x_1, \ldots, x_k\} \) for pairwise different indices \( x_i, L_i \subseteq T_{\Sigma}^{[x_i]}, i = 1, \ldots, k \), are regular sets, and \( L \subseteq T_{\Sigma}^k \) is in \( \mathcal{L} \). Then the intersection \( L' = (L_1 \times \ldots \times L_k) \cap L \) is in \( \mathcal{L} \) as well. Given finite tree automata of joint size \( m \) for the \( L_i \) and a constraint system of size \( n \) for \( L \) using a classified set of variables of width \( r \), the construction of a constraint system for \( L' \) can be performed in time \( O(n \cdot (m + 1)^r) \).

Indeed, prop. 3.6 follows directly from prop. 3.5, since
\[
L' = L_1 \times (L_2 \times \ldots (L_k \times L) \ldots)
\]
In order to derive the given complexity bound we have to recall that each component of a class on the right-hand side can be used at most once on the left hand side – implying that, when keeping track of the states of components, we only have to track the state of one of the \( r \) automata for each component. Nonetheless, as the width of the set of variables of the constraint system for \( L \) occurs in the exponent of the complexity estimation, we conclude that the corresponding construction will only be feasible for “small” index sets \( I \). Sadly enough, the complexity estimation cannot be easily improved. In order to see this, recall that there is a simple constraint system for the language
\[
I]\Sigma^k = \{(t, \ldots, t) \mid t \in T_{\Sigma}^k \} \subseteq T_{\Sigma}^k
\]
The intersection of \( I]\Sigma^k \) with the cartesian product \( L_1 \times \ldots \times L_k \) of regular tree languages \( L_i \) is nonempty iff \( L_1 \cap \ldots \cap L_k \neq \emptyset \). Deciding the emptiness of the intersection of a sequence of regular tree languages, however, is well-known to be complete for DEXPTIME [12]. Now since emptiness for our constraint systems can be decided in linear time, we have succeeded in reducing a DEXPTIME complete problem to our intersection construction.

Prop. 3.6, however, offers a conceptually simple method for solving the membership problem. Since singleton sets of trees are trivially regular, we obtain:

Theorem 3.7 Given a language \( L \subseteq T_{\Sigma}^k \) in \( \mathcal{L} \) and a tree-tuple \( t \in T_{\Sigma}^k \), it can be decided whether or not \( t \in L \). Assuming that \( L \) is given through a constraint system of size \( n \) using a classified set of variables of width \( r \), membership of \( t \) in \( L \) can be decided in time \( O(n \cdot (|t| + 1)^r) \).

Let us now return to prop. 3.5. The basic idea of the construction used in the proof there consists in the observation that, while building up tuples according to a constraint system, we very well may keep track of the states of a finite tree automaton on all components of classes that contribute to a given component.

Indeed, this idea can be generalized. A component \( x \) of a class \( X \) will be considered as free if its values trees are generated by the constraint system in a “regular way”. By this we mean that no use is ever made of several components from the same variable, i.e., “internal synchronization”.

Example 3.8 Consider the constraint system :
\[
X \supseteq (a, f((1_1, 1_2))) X_{id}
\]
where $X_{id}$ is defined as previously. In $X$, the second component is not free, since both arguments of $f$ come from the same variable implying that their values are potentially inter-related and indeed, the projection of $X$ onto its second argument is not regular. On the other hand, the first component is trivially free. Now let us add the constraint:

$$Y \supset s(1_2) X$$

Then the component of $Y$ is not free either because the second component of $X$ is used to define $Y$ which is not free.

In order to make this notion formal, assume that we are given a constraint system $(\mathcal{X}, \mathcal{E})$ which is Greibach and non-copying. The relation $\mathcal{f}_\mathcal{F} \subseteq \mathcal{N} \times \mathcal{X}$ is given as the maximal relation $\mathcal{F}$ such that for each $(x, X) \in \mathcal{F}$, $x \in \rho(X)$ and for all constraints $X \supseteq \square(X_1, \ldots, X_k)$ in $\mathcal{E}$ and $t = \square_r$ the following holds:

1. If $(i, y) \in I$ occurs in $t$ then $(y, X_i) \in \mathcal{F}$;
2. If $(i_1, y_1) \neq (i_2, y_2)$ occur in $t$ then $i_1 \neq i_2$.

Since properties (1) and (2) are preserved by unions, $\mathcal{f}_\mathcal{F}$ is well-defined. If $(x, X) \in \mathcal{f}_\mathcal{F}$, we also say that component $x$ is free in $X$. The second property above then essentially implies that there are no “internal synchronizations” in free components.

We call a component $x$ free w.r.t. a language $L$ (from $\mathcal{L}$) if there is a constraint system $(\mathcal{X}, \mathcal{E})$ with least solution $\sigma$ such that $L = \sigma X$ for some $X \in \mathcal{X}$ where $x$ is free in $X$.

**Proposition 3.9** If $x$ is free in the language $L$ (from $\mathcal{L}$), then the projection $\pi_{\{x\}}(L)$ of $L$ onto the component $x$ is a regular tree language.

Here is the main result of this section.

**Theorem 3.10** Assume $L_i \subseteq T^I_i$, $i = 1, 2$, are in $\mathcal{L}$ where $L_1$ and $L_2$ are disjoint. Then the join $L_1 \bowtie_{x_1, x_2} L_2$ is in $\mathcal{L}$ whenever $x_1$ is free in $L_1$. Moreover if $x_3$ is free in $L_2$, then $x_3$ is still free in $L_1 \bowtie_{x_1, x_2} L_2$.

A proof of this theorem can be found in the appendix.

4 Application to Rewriting

For a binary relation on terms $Rel$ and two regular tree languages $L_1, L_2$, the decidability question $Rel(L_1) \subseteq L_2$ has already been studied in [13] assuming $Rel$ is a rewrite-like relation. Now, if $Rel \in \mathcal{L}$ (i.e. is defined by a non-copying constraint system), we also get a decidability result (the proof is in the appendix).

**Proposition 4.1** If $L_1, Rel \in \mathcal{L}$ and $L_2$ is regular, then

$$L_1 \text{ is regular or the first component of } Rel \text{ is free}^6 \implies Rel(L_1) \subseteq L_2 \text{ is decidable}$$

$^6$I.e. the projection of $Rel$ on the first component is a regular language.
Note that this result can be used incrementally to compose relations. If the first component of each relation \( \text{Rel}_1, \ldots, \text{Rel}_n \) is free, then \( \text{Rel}_1(\ldots(\text{Rel}_n(\text{L}_1))\ldots) \subseteq \text{L}_2 \) is still decidable.

Concerning rewrite-like relations, we can easily encode one-step rewriting, parallel rewriting by non-copying constraint systems (see the appendix). If the rewrite system is entirely linear we can also encode one-pass rewriting and one-pass root-started rewriting. Thus, if \( \text{L}_1 \) is regular, we get the same decidability results as in [13] (or weaker because of linearity). On the other hand, if \( \text{L}_1 \) is not regular, for example if \( \text{L}_1 \) is composed of the instances of a non-linear term, we get new results, assuming however left-linearity for one-step rewriting and parallel rewriting, to ensure the freeness of the first component of \( \text{Rel} \).

Moreover, assuming left-linearity, we can compose \( n \) times the relation one-or-zero-step rewriting with itself, and we get the decidability of \( \leq^n_\rightarrow (\text{L}_1) \subseteq \text{L}_2 \), where \( \leq^n_\rightarrow \) is the rewrite relation in no more than \( n \) steps.

5 Application to Concurrency

We introduce a new concurrency formalism, the Bounded-Communication Process Calculus (BCPC). The idea is: when running two processes in parallel, they cannot communicate to each other if either (or both) has performed too many statements (actions), because it lasts too long. In other words, communication channels are not kept indefinitely, and nothing new is tried after the time limit. We think that this formalism could apply to check some properties in communication protocols.

Since everything is assumed to be time-limited, and to simplify the formalization, we consider that process derivation rules are folded into bigger ones, that simulate the time limit. For example, given the derivation rules \( \{x \xrightarrow{a} y \| z, \ y \xrightarrow{b} t\} \) and considering that communication is not allowed beyond two actions, the derivation rules are replaced by \( x \xrightarrow{c} t \| z \) where \( c \) is a new action representing the sequence \( a.b \). Thus, the process \( x \| t' \) derives in one step, with action \( c \), into \( (t \| z) \| t' \), and \( t \| z \) will not be allowed to communicate with \( t' \) because we consider that applying one rule means that the time limit is reached, i.e. the new subterm created by the rule cannot communicate with the rest of the world anymore. Obviously, the user may fold the rules as he likes, and may for instance consider that all actions do not have the same durations.

Starting from a process name \( x \), we are interested in testing properties on processes derived from \( x \). Properties are expressed by means of the temporal logic CTL on an infinite structure\(^7\), restricted to operators \( EF \) and \( EX \), and we show that the model-checking problem is decidable. As a consequence, the absence of deadlocks is decidable.

To prove this, we express the transitive closure \( \rightarrow^* \) of the process-derivation relation by a constraint system\(^8\), and apply constraint system properties. For readability, we first express \( \rightarrow^* \) for the PA formalism (i.e. without communication), which we then extend to BCPC by introducing communication (also called synchronization).

\(^7\)States are process terms.

\(^8\)For concision, in this section constraint system stands for non-copying constraint system.
5.1 PA

PA introduced in [1] is a process algebra which permits non-determinism, sequential and parallel compositions, and recursion.

5.1.1 Syntax and semantics

Act is a set of action names, Act = \{a, b, c, \ldots\}. Const is a finite set of process constants (or process names), Const = \{x, y, z, \ldots\}. T is the set \{t_1, t_2, \ldots\} of PA-terms defined by the following equation:

\[ t_1, t_2 ::= 0 \mid x \mid t_1 \parallel t_2 \mid t_1 \cdot t_2 \]

where \( x \in Const \). The interpretation of the syntax expressions is the following: 0 represents the process which performs no events, \( t_1 \parallel t_2 \) the parallel composition, and \( t_1 \cdot t_2 \) represents the sequential composition.

A PA declaration is a finite family of recursive process rewrite rules:

\[ \Delta = \{ x_i \stackrel{a_i}{\rightarrow} t_i^j \mid x_i \in Const, \ t_i^j \in T, \ i = 1, \ldots, n, \ j = 1, \ldots, k_i \} \]

We define \( \Delta(x) = \{ t \mid (x \xrightarrow{a} t) \in \Delta \} \). \( \Delta(x) = \emptyset \) denotes that there is no rule \( (x \xrightarrow{a} t) \) belonging to \( \Delta \).

A family \( \Delta \) of process rewrite rules determines a labeled transition relation \( \rightarrow_{\Delta} \subseteq T \times Act \times T \). We omit the \( \Delta \) and we note \( t \xrightarrow{a} t' \) for \( (t, a, t') \in \rightarrow \) with \( t, t' \in T \) and \( a \in Act \). The semantics is defined in Figure 1 by a Structural Operational Semantics [10].

In the parallel composition \( \parallel \), the two processes \( t_1 \) and \( t_2 \) are evaluated independently. In the sequential composition \( t_1 \cdot t_2 \), \( t_1 \) is first computed, and then \( t_2 \) is evaluated when the process \( t_1 \) is terminated. \( Const(t) \) denotes the set of process constants occurring in term \( t \). The predicate \( Finished \) represents the information of process termination. A term \( t \) is finished when it contains no process constants: \( Finished(t) = (\text{Const}(t) = \emptyset) \).

\[
\begin{array}{c}
x \xrightarrow{a} t \quad \text{if} \ (x \xrightarrow{a} t) \in \Delta
\end{array}
\]

\[
\begin{array}{c}
t_1 \xrightarrow{a} t_1' \quad t_2 \xrightarrow{a} t_2' \\
t_1 \parallel t_2 \xrightarrow{a} t_1' \parallel t_2'
\end{array}
\]

\[
\begin{array}{c}
t_1 \xrightarrow{a} t_1' \quad t_2 \xrightarrow{a} t_2' \\
t_1 \cdot t_2 \xrightarrow{a} t_1' \cdot t_2'
\end{array}
\]

\[
\begin{array}{c}
t_1 \xrightarrow{a} t_1' \quad t_2 \xrightarrow{a} t_2' \\
t_1 \cdot t_2 \xrightarrow{a} t_1' \cdot t_2'
\end{array}
\]

if \( Finished(t_1) \)

Figure 1: The semantics

5.1.2 Constraint system

We use the standard notation \( \rightarrow^* \) for transitive closure of the rewrite relation (labels are omitted). The set \( Pre^*(t) \) denotes the iterated predecessors of the term \( t : Pre^*(t) = \)
\( \{ t' \in T \mid t' \xrightarrow{*} t \} \) and the set \( \text{Post}^*(t) \) denotes the iterated successors of the term \( t : \text{Post}^*(t) = \{ t' \in T \mid t' \xrightarrow{*} t \} \).

The constraint system \( G \) (axiom \( A \)) for \( \xrightarrow{*} \) is presented\(^9\) in Figure 2. We note \( L(N) \) the language generated from the non-terminal \( N \). \( L(A) \) represents the language of pairs \((t, t')\) where \( t \in T \) and \( t' \in \text{Post}^*(t) \). In this definition, we use \( \text{Sub}(\Delta) = \{ s \mid s \text{ is a subterm of } t, t \in \Delta(x), x \in \text{Const} \} \). We use the non-terminal \( A_t \) to generate \( \text{Post}^*(t) \). For each \( x \in \text{Const} \), the non-terminal \( X \) is introduced to define \( \text{Post}^+(x) \). The non-terminals \( F, F_X \) and \( F_t \) play the same part as \( A, X \) and \( A_t \) except that they express only terminated processes (without constants).

\[\begin{align*}
A & \supseteq (0,0) \\
A & \supseteq (x, x) & \forall x \in \text{Const} \\
A & \supseteq (x, X) \\
A & \supseteq (1_1 \parallel 2_1, 1_2 \parallel 2_2)(A, A) \\
A & \supseteq (1_1 \parallel 2_1, 1_2 \parallel 2_2)(A, Id) \\
A & \supseteq (1_1 \parallel 2_1, 1_2 \parallel 2_2)(F, A) \\
A_0 & \supseteq 0 \\
A_x & \supseteq x & \forall x \in \text{Const} \\
A_{t_1 \parallel t_2} & \supseteq A_{t_1} \parallel A_{t_2} & \forall t_1 \parallel t_2 \in \text{Sub}() \\
A_{t_1} & \supseteq A_{t_1} & \forall t \in \text{Sub}() \\
F & \supseteq (x, F_X) \forall x \in \text{Const} \\
F & \supseteq (1_1 \parallel 2_1, 1_2 \parallel 2_2)(F, F) & \forall t_1 \parallel t_2 \in \text{Sub}() \\
F & \supseteq (1_1 \parallel 2_1, 1_2 \parallel 2_2)(F, F) & \forall t \in \text{Sub}() \\
F_X & \supseteq F_t \forall t : (x \xrightarrow{*} t) \in \Delta \\
F_0 & \supseteq 0 \\
F_x & \supseteq F_X \\
F_{t_1 \parallel t_2} & \supseteq F_{t_1} \parallel F_{t_2} & \forall t_1 \parallel t_2 \in \text{Sub}() \\
F_{t_1} & \supseteq F_{t_1} \parallel F_{t_2} & \forall t_1 \parallel t_2 \in \text{Sub}()
\end{align*}\]

Figure 2: The constraint system \( G \) for \( \xrightarrow{*} \)

**Theorem 5.1** \( G \) generates exactly \( \xrightarrow{*} \) (i.e. \( L(A) = \{(t, t') \mid t \xrightarrow{*} t' \} \)). Moreover \( G \) is regular.

As a consequence, we get the regularity of \( \xrightarrow{*} \), already proved in [8]. The proof of this theorem can be achieved using the following lemma:

**Lemma 5.2**

\[\begin{align*}
L(X) & = \{ t' \mid x \xrightarrow{*} t' \} \\
L(A_t) & = \{ t' \mid t \xrightarrow{*} t' \} = \text{Post}^*(t) \\
L(A) & = \{ t' \mid t \xrightarrow{*} t' \} = \text{Post}^*(t) \\
L(F) & = \{ (t, t') \mid t \xrightarrow{*} t' \land \text{Finished}(t') \} \\
L(F_X) & = \{ t' \mid x \xrightarrow{*} t' \land \text{Finished}(t') \} \\
L(F_t) & = \{ t' \mid t \xrightarrow{*} t' \land \text{Finished}(t') \}
\end{align*}\]

The proof can be made by classical induction or using the results of [9, 8]. In [9], tree automata techniques are used to compute \( \text{Post}^*(t) \) and \( \text{Pre}^*(t) \). Two families of tree

---

\(^9\)Shortened notations are used, like \( A \supseteq (x, X) \) which means \( A \supseteq (x, 1_1)X \).
languages are defined, as the least solution of a recursive equation set. They define $L'_i = Post^*(t)$ and $L''_i$ is the restriction of $L'_i$ to terminated processes. It is clear that we have $L(A_0) = L'_i$ and $L(F_i) = L''_i$. The non-terminal $A$ is represented by $[I, R]$ and $F$ by $[F', RT]$. In [8], automata for tree languages are replaced by automata for tree relations. A notion of cost is introduced. A regular tree constraint system for $Post^*(X)$ is defined. $F$ is represented by $I$ and $A$ by $F$.

5.2 BCPC

Now $Act = \{a, b, c, \ldots, \pi, \tau, \tau, \ldots \}$, $\Delta = \Delta_1 \cup \Delta_2$ where $\Delta_2$ is a set of synchronized rules:

$$\Delta_1 = \{ x_i \xrightarrow{\alpha_i} \beta_i \mid x_i \in Const, \beta_i \in T, \ i = 1, \ldots, n, \ j = 1, \ldots, k_i \}$$

$$\Delta_2 = \bigg\{ \frac{y_i \xrightarrow{\alpha_i} \beta_{i,1}}{z_i \xrightarrow{\alpha_i} \beta_{i,2}} \mid y_i, z_i \in Const, \beta_{i,1}, \beta_{i,2} \in T, \ i = 1, \ldots, n, \ j = 1, \ldots, p_i \bigg\}$$

and

$$\Delta_1 (x) = \{ t \mid (x \xrightarrow{\alpha} t) \in \Delta_1 \} \quad \Delta_2 (y, z) = \{ (t_1, t_2) \mid \left\{ \frac{y \xrightarrow{\alpha} \beta_1}{z \xrightarrow{\pi} \beta_2} \in \Delta_2 \right\}$$

A synchronization is only allowed within a rule right-hand-side. In this paper, to avoid a conflict with the semantics of sequential composition, we assume that a synchronization is only allowed within a right-hand-side subterm that contains no sequential composition. We hope that in further work, by refining the semantics of synchronized process-derivation as well as the constraint system for $\rightarrow^*$, we will manage to remove this restriction.

Let $Rhs$ be the set of the greatest subterms of right-hand-sides of rules in $\Delta$ that contain no sequential composition. The semantics of $\rightarrow_\Delta$ is defined by Figure 1 (where $a$ may also be replaced by $\epsilon$) and:

$$s \xrightarrow{\epsilon} s[y/t_1, z/t_2] \quad \text{if} \quad \left\{ \frac{y \xrightarrow{\alpha} \beta_1}{z \xrightarrow{\pi} \beta_2} \in \Delta_2 \text{ and } s \in Rhs \right\}$$

where $s[y/t_1, z/t_2]$ is obtained by replacing $y$ by $t_1$ and $z$ by $t_2$ in $s$.

5.2.1 Example

For readability we first present an example. Consider

$$\Delta_1 = \{ x \xrightarrow{a} y \parallel z, \ y \xrightarrow{a} y_2, \ y_1 \xrightarrow{a} 0 \}, \quad \Delta_2 = \left\{ \frac{y \xrightarrow{a} (0 \cdot y_1)}{z \xrightarrow{\pi} 0} \right\}$$

Then $Rhs = \{ y \parallel z \}$. The constraint system $G'$ for $\rightarrow^*$ is presented in Figure 3. $G'$ also includes the rules of Figure 2. The non-terminal $YZ$ permits a synchronization of $y$ and $z$.

**Theorem 5.3** $G'$ generates exactly $\rightarrow^*$.

---

10To avoid redundancies
Note that $G'$ is not regular because constraints $A \supseteq \ldots$ and $F \supseteq \ldots$ introduce internal synchronizations. The proof comes from Lemma 5.2 and Lemma 5.4.

**Lemma 5.4**

$L(YZ) = \{ (t_1', t_2') \mid y \parallel z \rightarrow^+ t_1' \parallel t_2' \}$

$L(B_{t_1t_2}) = \{ (t_1', t_2') \mid t_1 \rightarrow^* t_1' \land t_2 \rightarrow^* t_2' \}$

$L(HYZ) = \{ (t_1', t_2') \mid y \parallel z \rightarrow^+ t_1' \parallel t_2' \land \text{Finished}(t_1') \land \text{Finished}(t_2') \}$

The proof can be made by induction on the length of $\rightarrow^*$.

\[
A \supseteq (y \parallel z, 1_1 \parallel 1_2)YZ
\]

\[
YZ \supseteq B_{t_1t_2} \forall t_1, t_2 : \left\{ \begin{array}{l}
y \stackrel{\alpha}{\rightarrow} t_1 \\
z \stackrel{\pi}{\rightarrow} t_2 \\
\end{array} \right\} \in \Delta_2
\]

\[
B_{t_1t_2} \supseteq (A_{t_1}, A_{t_2})
\]

\[
F \supseteq (y \parallel z, 1_1 \parallel 1_2)HYZ
\]

\[
HYZ \supseteq H_{t_1t_2} \forall t_1, t_2 : \left\{ \begin{array}{l}
\end{array} \right\} \in \Delta_2
\]

\[
H_{t_1t_2} \supseteq (F_{t_1}, F_{t_2})
\]

\[
A_{y\parallel z} \supseteq (1_1 \parallel 1_2)YZ
\]

\[
F_{y\parallel z} \supseteq (1_1 \parallel 1_2)HYZ
\]

Figure 3: The additional constraints of $G'$ for $\rightarrow^*$

The following process derivations:

\[
x \rightarrow y \parallel z \rightarrow (0 \cdot y_1) \parallel 0 \rightarrow (0 \cdot 0) \parallel 0
\]

\[
x \rightarrow y \parallel z \rightarrow y \parallel y_2
\]

are expressed by $G'$ in the following way:

\[
A \supseteq (x, x)
\]

\[
A \supseteq (x, X)
\]

\[
X \supseteq A_{y\parallel z} \text{ because } (x \stackrel{\alpha}{\rightarrow} y \parallel z) \in \Delta_1
\]

\[
A_{y\parallel z} \supseteq A_y \parallel A_z
\]

\[
A_y \supseteq y
\]

\[
A_z \supseteq z
\]

\[
A_{y\parallel z} \supseteq z
\]

\[
A_z \supseteq Z
\]

\[
Z \supseteq A_{y_2} \text{ because } (z \stackrel{\alpha}{\rightarrow} y_2) \in \Delta_1
\]

\[
A_{y_2} \supseteq y_2
\]

So, we can prove:

\[
A \supseteq (x, x), \ (x, y \parallel z), \ (x, y \parallel y_2)
\]

\[
A_{y\parallel z} \supseteq (1_1 \parallel 1_2)YZ
\]

\[
YZ \supseteq B_{0_{y_1}, 0} \text{ because } \left\{ \begin{array}{l}
y \stackrel{\alpha}{\rightarrow} 0 \cdot y_1 \\
z \stackrel{\pi}{\rightarrow} 0 \\
\end{array} \right\} \in \Delta_2
\]

\[
B_{0_{y_1}, 0} \supseteq (A_{0_{y_1}}, A_0)
\]

\[
A_{0_{y_1}} \supseteq A_0 \cdot y_1
\]

\[
A_{y_1} \supseteq y_1
\]

\[
A_{y_1} \supseteq y_1
\]

\[
A_{y_1} \supseteq Y_1
\]

\[
Y_1 \supseteq 0 \text{ because } (y_1 \stackrel{\alpha}{\rightarrow} 0) \in \Delta_1
\]

So, we can prove:

\[
A \supseteq (x, 0 \cdot y_1 \parallel 0), \ (x, 0 \cdot 0 \parallel 0)
\]
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5.2.2 General case

See the appendix.

5.2.3 Model-checking

The model-checking problem solved in [9] for PA is still decidable for BCPC.

We consider a set \( \text{Prop} = \{P_1, P_2, \ldots \} \) of atomic propositions. For \( P \in \text{Prop} \), let \( \text{Mod}(P) \) denote the set of PA-processes for which \( P \) holds. \( \text{Mod}(P) \) is always supposed to be a regular tree-language.

The \( \text{EF}- \) logic has the following syntax:

\[
\varphi ::= P \mid \neg \varphi \mid \varphi \land \varphi' \mid \text{EX}_{\varphi} \mid \text{EF}_{\varphi}
\]

and semantics:

\[
\begin{align*}
t \models P & \iff t \in \text{Mod}(P) \\
t \models \neg \varphi & \iff t \not\models \varphi \\
t \models \varphi \land \varphi' & \iff t \models \varphi \text{ and } t \models \varphi'
\end{align*}
\]

**Definition 5.5** The model-checking problem consists in testing whether \( t \models \varphi \) for given \( t \) and \( \varphi \).

If we define \( \text{Mod}(\varphi) = \{ s \in T \mid s \models \varphi \} \), the model-checking problem for \( t \) and \( \varphi \) amounts to test whether \( t \in \text{Mod}(\varphi) \). Trivially, \( \text{Mod} \) satisfies:

\[
\begin{align*}
\text{Mod}(\neg \varphi) &= T - \text{Mod}(\varphi) \\
\text{Mod}(\varphi \land \varphi') &= \text{Mod}(\varphi) \cap \text{Mod}(\varphi')
\end{align*}
\]

**Theorem 5.6** For every \( \text{EF} \)-formula \( \varphi \), \( \text{Mod}(\varphi) \) is a regular language.

**Proof 5.7** See the appendix.

This result may seem surprising, because it uses \( \rightarrow^* \) as an intermediate language, which is a non-regular synchronized language. It comes from the fact that the first component of \( G' \) is free, i.e. the projection of \( \rightarrow^* \) on the first component is regular.

So, and thanks to membership test, the model-checking problem is decidable. As a consequence, the absence of deadlocks is decidable. Indeed, starting from a process \( t \), there is a deadlock iff there exists an iterated successor \( t' \) of \( t \) s.t. \( t' \) has no successors and \( t' \) is not a finished process. Thus, there is no deadlocks iff \( t \models \neg \text{EF}(\neg \text{EX}(\text{True}) \land \neg \text{Finished}) \), where \( \text{Mod}(\text{True}) = T \) and \( \text{Mod}(\text{Finished}) = \{ t \in T \mid \text{Finished}(t) \} \) are regular languages.

6 Further work

Synchronized languages defined by constraint systems are not closed by intersection, and therefore not closed by complement\(^{11}\). In further work, we will define a subclass closed

\(^{11}\)Closure by union and complement implies closure by intersection.
by intersection, and that preserves all properties of synchronized languages. This should
give rise to further applications.

BCPC allows rendez-vous of only two processes. This can be trivially extended to
finitely many processes, since we can handle tuples of any size. Removing the restriction
on Rhs is more difficult, but we hope for it. On the other hand, we can test properties on
processes, not on actions. However, it should be possible to take actions into account by
using triple languages for $\to^a$ and $\to^{a*}$.
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Appendix

A Proof of Theorem 3.10

Assume $C_1 = (X_1, E_1)$ and $C_2 = (X_2, E_2)$ are constraint systems which use the index sets $N_1$ and and $N_2$, respectively, are Greibach and non-copying. Let $\text{f}ree$ denote the freeness relation of $C_1$. We construct a new constraint system $C = (Z, E)$ as follows. The new index universe for the variables in $Z$ is given by:

$$N = N_1 \cup N_2 \cup N_1 \times N_2$$

As set $Z$ of variables we use:

1. all $X \in X_1$ with classification inherited from $C_1$;
2. new variables $Y^\phi$ where $Y \in X_2$ and $\phi: \rho(Y) \to \text{free} \cup \{\bullet\}$ for some null element $\bullet$.

The basic idea for the variables from (2) is that the exponent $\phi$ records how the components $y$ of $Y$ possibly might be aligned to free components $x$ of classes $X$. In particular, the image $\bullet$ is assigned to a component $y$ if $y$ is not aligned to any free component at all.

Consider, e.g., the situation visualized in figure 4. There, a class $Y$ is shown consisting of four indices of which three are aligned to free components of classes $X_1, X_2, X_3$. The resulting class should consist of one component for each alignment pair together with all the remaining components of the $X_i$. In general, we classify the variable $Y^\phi$ as:

$$\rho(Y^\phi) = Y \cup \{(x', y) \mid (x, X) = \phi(y), x \neq x' \in \rho(X)\}$$

Thus, we add to the components of $Y$ all pairs $(x', y)$ where $y$ is mapped by $\phi$ to a pair $(x, X)$, and $x'$ is a component of $X$ different from $x$.

According to this definition, each tuple $t = (t_i)_{i \in \rho(Y^\phi)}$ indexed by $\rho(Y^\phi)$ allows to recover a tuple $\pi(t) = (t_y)_{y \in \rho(Y)}$ indexed by $\rho(Y)$ as well as for each $y \in \rho(Y)$ with $\phi(y) = (x, X)$, also a tuple $\pi_y(t) = (v_x(y))_{x \in \rho(X)}$ where

$$v_x(y) = t_y \quad \text{and} \quad v_{x'}(y) = t_{(x', y)} \quad \text{for} \ x \neq x'$$

where, by definition, the $y$-component of $\pi(t)$ equals the $x$-component $v_x(y)$ of $\pi_y(t)$.

There are three groups of constraints available in $C$. The first group of $E$ subsumes all constraints from $C_1$. These are the only ones with left-hand sides from $X_1$. Therefore, now consider the possible left-hand side $Y^\phi$.

The second group of constraints is derived from empty constraints in $C_1$.

Let $\phi(y) = (x, X)$, and $X \supseteq \square(X_1, \ldots, X_k)$ be a constraint of $C_1$ such that $\square = (j, x_j)$ is a projection. Then

$$Y^\phi \supseteq \square(X_1, \ldots, X_j, Y^\phi_j, X_{j+1}, \ldots, X_k)$$
is a constraint of $\mathcal{E}$ where

\[
\phi_j = \phi \oplus \{ y \mapsto (x_j, X_j) \}
\]

\[
\square_y = (j, y')
\]

\[
\square_{(x', y)} = \square_{x'} \tau \quad \text{if} \quad x \neq x'
\]

\[
\tau(j, x_j) = (j, y) \quad \tau(j, x''_j) = (j, (x''_j, y')) \quad \text{if} \quad x_j \neq x''
\]

\[
\square_{(x', y')} = (j, (x', y')) \quad \text{if} \quad y \neq y'
\]

The third group of constraints has the form

\[
Y^\phi \supseteq \square(Y_1^{\phi_1}, \ldots, Y_k^{\phi_k}, X)
\]

and is derived from a constraint $Y \supseteq \square(Y_1, \ldots, Y_n)$ from $\mathcal{E}_2$ together with superscripts $\phi_1, \ldots, \phi_k$ provided that the following conditions are satisfied:

1. if $\square_y = (j, y_j)$ then $\phi(y) = \phi_j(y_j)$;

2. if $\square_y = a((j_1, y_1), \ldots, (j_k, y_k))$ and $\phi(y) = (x^{(y)}, X^{(y)})$ then there should be a constraint

\[
X^{(y)} \supseteq \square^{(y)}(X_1^{(y)}, \ldots, X_m^{(y)})
\]

in $\mathcal{E}_1$ such that $\square^{(y)}_{(x^{(y)}, x^{(y)'})} = a((j_1^{(y)}, x_1^{(y)}), \ldots, (j_k^{(y)}, x_k^{(y)}))$ and $\phi_{j_i}(y_i) = (x_i^{(y)}, X_i^{(y)})$.

Given such constraints and superscripts $\phi_1, \ldots, \phi_k$, the new constraint (4) is constructed as follows. The parameter list $X$ accumulates all the arguments $X_j^{(y)}$ occurring in right-hand sides of the constraints for the $X^{(y)}$ from $\mathcal{C}_1$. For convenience, we access these through positions $(y, j)$. Consequently, the argument positions of $\square$ are not simply integers but given through the set

\[
\{1, \ldots, k\} \cup \{(y, j) \mid 1 \leq j \leq m^{(y)}\}
\]

Thus, the set $\tilde{I}$ of components of tuples possibly accessed in $\square$ is given by:

\[
\tilde{I} = \{(j, z) \mid z \in \rho(Y_j^{\phi_j})\} \cup \{(y, j, x') \mid x' \in \rho(X_j^{(y)})\}
\]
Given this convention, the components of $\square$ are defined as follows.

$$\square_y = \square_y$$

for all $y \in \mathcal{Y}$

Now furthermore assume that $\phi(y) = (x^{(y)}, X^{(y)})$.

If $\square_y = (j, y_j)$ and $\phi_j(y_j) = (x_j, X_j)$ then

$$\square_{(x', y)} = \begin{cases} 
(j, y_j) & \text{if } x' = x^{(y)} \\
(j, (x', y_j)) & \text{if } x' \neq x^{(y)}
\end{cases}$$

If $\square_y = \sigma((j_1, y_1), \ldots, (j_k, y_k))$ and $\square_{x'}^{(y)} = \sigma'((j'_1, x_1), \ldots, (j'_k, x'_k))$ then

$$\square_{(x', y)} = \square_{x'}^{(y)} \tau$$

where

$$\tau (j'_i, x'_i) = \begin{cases} 
(j_i, y_i) & \text{if } j'_i = j_i^{(y)} \text{ and } x'_i = x_i^{(y)} \\
(j_i, (x'_i, y_i)) & \text{if } j'_i = j_i^{(y)} \text{ and } x'_i \neq x_i^{(y)} \\
((y, j'_i), x'_i) & \text{otherwise}
\end{cases}$$

Theorem A.1 Let $\sigma_1, \sigma_2$ and $\sigma$ denote the least solutions of constraint systems $C_1$, $C_2$ and $C$, respectively.

1. Assume $Y^\phi$ is a variable of $C$ and $t$ is a $\rho(Y^\phi)$-tuple in $\sigma(Y^\phi)$. Then the following holds:

   (a) The $\rho(Y)$-tuple $\pi(t)$ is contained in $\sigma_2(Y)$;

   (b) If for some $y \in \rho(Y)$, $\phi(y) = (x, X)$, then the $\rho(X)$-tuple $\pi_y(t)$ is contained in $\sigma_1(X)$.

2. Assume $Y \in \mathcal{Y}$ is a variable from constraint system $C_2$, $\phi : \rho(Y) \rightarrow \text{free} \cup \{\bullet\}$, and $u$ is some $\rho(Y)$-tuple in $\sigma_2(Y)$. Assume further we are given for each $y$ with $\phi(y) = (x, X)$, some $X$-tuple $v^{(y)} \in \sigma_1(X)$ such that $u_y = v_x^{(y)}$. We construct the $\rho(Y^\phi)$-tuple $t$ given by

$$t_y = v_y \quad \text{and for } x' \neq x, \quad t_{(x', y)} = u_{x'}^{(y)}$$

Then this tuple $t$ will be contained in $\sigma(Y^\phi)$.

Proof A.2 The Proof is by fixpoint induction. Indeed, theorem A.1 already exhibits the invariants which have to be verified. In (1), the statement is verified by induction on the iterations $\sigma^{(n)}$, $n \geq 0$, of constraint system $C$ necessary to produce $t$. In (2), the statement is verified by induction on the sum $N = n + \sum y \ n_y$ where $\sigma_2^{(n)}$, $n \geq 0$, are the iterations of the constraint system $C_2$ necessary to produce $u$ and $\sigma_1^{(n_y)}$, $n_y \geq 0$, are iterations of the constraint system $C_1$ necessary to produce the tuples $v^{(y)}$.

The validity in both directions crucially depends on components $x$ of variables being free in variables $X$ whenever $\phi(y) = (x, X)$.  

3
B Proof of proposition 4.1

For convenience, we assume that the index set associated to a constraint variable \( X \) representing \( n \)-tuples is \( \rho(X) = \{1, \ldots, n\} \).

Moreover, we use for join notations slightly different from those of Subsection 3.3: given a language \( S \) of \( l \)-tuples, and \( T \) of \( n \)-tuples, and for \( i \in \{1, \ldots, l\}, j \in \{1, \ldots, n\} \) the \( i, j \)-join of \( S \) and \( T \) is a \( l + n - 1 \)-tuple language, denoted \( S \bowtie_{i,j} T \), and defined by:

\[
\{(s_1, \ldots, s_l, t_1, \ldots, t_{j-1}, t_{j+1}, \ldots, t_n) \mid (s_1, \ldots, s_l) \in S \land (t_1, \ldots, t_n) \in T \land s_i = t_j\}
\]

\( S \bowtie T \) stands for \( S \bowtie_{1,1} T \).

\( \Rel(L_1) \subseteq L_2 \) is equivalent to \( \Rel(L_1) \cap L_2 = \emptyset \). Now \( \Rel(L_1) = \Pi_2(L_1 \bowtie_{1,1} \Rel) \), and from Theorem 3.10 is in \( \mathcal{L} \) since either the component of \( L_1 \) or the first component of \( \Rel \) is free. Moreover, \( \Rel(L_1) \) and \( L_2 \) are tree languages, then \( \Rel(L_1) \cap L_2 = \Rel(L_1) \bowtie_{1,1} L_2 \), which is in \( \mathcal{L} \) since \( L_2 \) is regular then free.

C Constraint systems for rewrite-like relations

For the sake of readability, the constraint systems are presented by easily-generalizable examples. The definitions of rewrite-like relations are given in [13]. Consider the signature \( \Sigma = \{f^{[2]}a^{[10]}\} \).

The ground terms

\[\begin{align*}
Id_1 & \trianglerighteq a \\
Id_1 & \trianglerighteq f(1, 2) (Id_1, Id_1)
\end{align*}\]

The pairs of identical ground terms

\[\begin{align*}
Id_2 & \trianglerighteq (a, a) \\
Id_2 & \trianglerighteq (f(1, 2), f(1, 2)) (Id_2, Id_2)
\end{align*}\]

The 4-tuples of identical ground terms

\[\begin{align*}
Id_3 & \trianglerighteq (a, a, a, a) \\
Id_4 & \trianglerighteq (f(1, 2), f(1, 2), f(1, 3, 2), f(1, 4, 2)) (Id_4, Id_4)
\end{align*}\]

One-step rewriting (with \( R = \{f(f(x, y), x) \to f(x, x)\} \))

\[\begin{align*}
A & \trianglerighteq (f(1, 2), f(1, 2)) (A, Id_2) \\
A & \trianglerighteq (f(1, 2), f(1, 2)) (Id_2, A) \\
A & \trianglerighteq (f(f(1, 2), 1), f(1, 4)) (Id_4, Id_1) \quad \text{(rewrite step)}
\end{align*}\]

One-or-zero-step rewriting: the same as for one-step rewriting, adding:

\[A \trianglerighteq (a, a)\]

Parallel rewriting

\[\begin{align*}
A & \trianglerighteq (a, a) \\
A & \trianglerighteq (f(1, 2), f(1, 2)) (A, A) \\
A & \trianglerighteq (f(f(1, 2), 1), f(1, 4)) (Id_4, Id_1) \quad \text{(rewrite step)}
\end{align*}\]
One-pass root-started rewriting (with $R = \{f(x, y) \rightarrow x\}$)

$$A \supseteq (f(1, 2), 1_2) \ (A, Id_1) \quad \text{(rewrite step)}$$
$$A \supseteq (f(1, 2), 1_2) \ (Id_2, Id_1) \quad \text{(rewrite step)}$$

One-pass rewriting: the same as for one-pass root-started rewriting, adding

$$A \supseteq (f(1, 2), f(1_2, 2_2)) \ (A, A)$$
$$A \supseteq (f(1, 2), f(1_2, 2_2)) \ (A, Id_2)$$
$$A \supseteq (f(1, 2), f(1_2, 2_2)) \ (Id_2, A)$$

D BCPC: general case

This constraint system also includes the rules of Figure 2. $Y_1 \ldots Y_n$ is a single non-terminal that permits the synchronization of any two constants $y_i, y_j$ among $y_1, \ldots, y_n$. Note that the constraint system defined in Figure 3 is the instance by $Rhs = \{y \parallel z\}$ of the general constraint system defined here.

$$A \supseteq (s, s_\sigma)Y_1 \ldots Y_n \ \forall s \in Rhs, \sigma(y_i) = 1_i \text{ where } Const(s) = \{y_1, \ldots, y_n\}$$

$$Y_1 \ldots Y_n \supseteq B_{y_1 \ldots t_i \ldots t_j \ldots t_n} \forall t_i, t_j : \begin{cases} y_i \xrightarrow{a} t_i \\ y_j \xrightarrow{a} t_j \end{cases} \in \Delta_2, i, j = 1, \ldots, n$$

$$B_{y_1 \ldots t_i \ldots t_j \ldots t_n} \supseteq (1_1, \ldots, 1_{t_i}, \ldots, 1_{t_j}, \ldots, 1_{t_n})Y_1 \ldots Y_i \ldots Y_j \ldots Y_n \ldots Y_n$$

$$B_{y_1 \ldots t_i \ldots t_j \ldots t_n} \supseteq (y_1, \ldots, y_i, 1_{t_i}, \ldots, y_j, \ldots, y_n)$$

$$F \supseteq (s, s_\sigma)H_{Y_1 \ldots Y_n} \ \forall s \in Rhs, \sigma(y_i) = 1_i \text{ where } Const(s) = \{y_1, \ldots, y_n\}$$

$$H_{Y_1 \ldots Y_n} \supseteq H_{y_1 \ldots t_i \ldots t_j \ldots t_n} \forall t_i, t_j : \begin{cases} y_i \xrightarrow{a} t_i \\ y_j \xrightarrow{a} t_j \end{cases} \in \Delta_2, i, j = 1, \ldots, n$$

$$H_{y_1 \ldots t_i \ldots t_j \ldots t_n} \supseteq (1_1, \ldots, F_{t_i}, \ldots, F_{t_j}, \ldots, 1_{t_n})Y_1 \ldots Y_i \ldots Y_j \ldots Y_n \ldots Y_n$$

$$H_{y_1 \ldots t_i \ldots t_j \ldots t_n} \supseteq (y_1, \ldots, y_i, F_{t_i}, \ldots, y_j, \ldots, y_n)$$

$$A_s \supseteq (s_\sigma)Y_1 \ldots Y_n \ \forall s \in Rhs, \sigma(y_i) = 1_i \text{ where } Const(s) = \{y_1, \ldots, y_n\}$$

$$F_s \supseteq (s_\sigma)H_{Y_1 \ldots Y_n} \ \forall s \in Rhs, \sigma(y_i) = 1_i \text{ where } Const(s) = \{y_1, \ldots, y_n\}$$

Figure 5: The additional constraints of $G'$ for $\rightarrow^i$

**Theorem D.1** $G'$ generates exactly $\rightarrow^i$.

The proof comes from Lemma 5.2 and the following lemma.
Lemma D.2

\[ L(Y_1 \ldots Y_n) = \{ (t'_1, \ldots, t'_n) \mid s(y_1, \ldots, y_n) \rightarrow^+ s(t'_1, \ldots, t'_n) \} \]

\[ L(B_{y_1, \ldots, y_n}) = \{ (t'_1, \ldots, t'_i, \ldots, t'_n) \mid t_i \rightarrow^* t'_i, t_j \rightarrow^* t'_j, \text{ and } s(y_1, \ldots, y_i, y_{i+1}, \ldots, y_n) \rightarrow^+ s(t'_1, \ldots, t'_i-1, t'_i, \ldots, t'_n) \} \]

\[ L(H_{Y_1 \ldots Y_n}) = \{ (t'_1, \ldots, t'_n) \mid s(y_1, \ldots, y_n) \rightarrow^* s(t'_1, \ldots, t'_n), \text{ Finished}[t'_1], \ldots, \text{ Finished}[t'_n] \} \]

The proof can be made by induction on the length of \( \rightarrow^* \).

E Proof of Theorem 5.6

For convenience, the notation for join used here is the one defined in Section B.

Note that the first component of \( \rightarrow^* \) is free because it calls (see the first component of the axiom \( A \) in \( G' \)) the first components of \( A, Id, F \). The first component of \( Id \) is trivially free, and that of \( F \) also is because it calls only itself.

The proof is by induction on the structure of \( EF \)-formulas. \( Mod(P) \) is assumed to be regular, and given formulas \( \varphi, \varphi' \) s.t. \( Mod(\varphi), Mod(\varphi') \) are regular,

- \( Mod(\neg \varphi) = T - Mod(\varphi) \) and \( Mod(\varphi \land \varphi') = Mod(\varphi) \cap Mod(\varphi') \) are obviously regular,

- \( Mod(\text{EF} \varphi) = Pre^*(Mod(\varphi)) = \Pi_1 (\rightarrow^+ \varphi \land Mod(\varphi')) \). From Theorem 3.10, and since \( Mod(\varphi) \) is regular (then free), \( \rightarrow^+ \varphi \land Mod(\varphi') \) is a synchronized language, whose first component is free, i.e. whose projection on the first component is regular,

- \( Mod(\text{EX} \varphi) = Pre(\text{Mod} \varphi) = \Pi_1 (\rightarrow \varphi \land Mod(\varphi')) \). By removing \( A_x \supset X \) and \( F_x \supset F_X \) from Figure 2 and the constraints 3 and 7 from Figure 5, we get a constraint system for \( \rightarrow \), and the proof is the same as for \( EF \).