Abstract

Wadler’s deforestation algorithm eliminates intermediate data structures from functional programs. To be suitable for inclusion in a compiler, it must terminate on all programs. Several techniques to ensure termination of deforestation on all first-order programs are known, but a technique for higher-order programs was only recently introduced by Hamilton, and elaborated and implemented in the Glasgow Haskell compiler by Marlow. We introduce a new technique for ensuring termination of deforestation on all higher-order programs that allows useful transformation steps prohibited in Hamilton’s and Marlowe’s techniques.

1 Introduction

Lazy, higher-order, functional programming languages lend themselves to a certain style of programming which uses intermediate data structures [28].

Example 1 Consider the following program.

\[
\begin{align*}
l & = \lambda x. y. \text{case } x \text{ of} \\
& \quad [] &\rightarrow& y \\
& \quad (h : t) &\rightarrow& h : a \cdot t \cdot y \\
l & \text{in } \lambda u, v, w. a \cdot (u \cdot v) \cdot w
\end{align*}
\]

The term \(\lambda u, v, w. a \cdot (u \cdot v) \cdot w\) appends the three lists \(u\), \(v\), and \(w\). Appending \(u\) and \(v\) results in an intermediate list to which \(w\) is appended. Allocation and deallocation of the intermediate list at run-time is expensive. Sacrificing clarity for efficiency, we would therefore prefer a program like the following.

\[
\begin{align*}
l & = \lambda x. y. z. \text{case } x \text{ of} \\
& \quad [] &\rightarrow& a \cdot y \cdot z \\
& \quad (h : t) &\rightarrow& h : a \cdot t \cdot y \cdot z \\
& \quad a' & = & \lambda y, z. \text{case } y \text{ of} \\
& \quad [] &\rightarrow& z \\
& \quad (h : t) &\rightarrow& h : a' \cdot t \cdot z \\
l & \text{in } \lambda u, v, w. a \cdot (u \cdot v) \cdot w
\end{align*}
\]

Ideally we should write the first version, and have it translated to the second automatically, e.g., by our compiler. This is indeed done by Wadler’s [17, 54, 55] deforestation which eliminates intermediate data structures from first-order functional programs. 1 Deforestation terminates on treeless programs. Subsequent techniques to ensure termination of deforestation on all first-order programs are due to Chin [7, 8, 10, 11, 13], and later to Hamilton [21, 22, 24, 25]. The essence of these techniques is to annotate all parts of the program that violate the treeless syntax, and then let the deforestation algorithm skip over annotated parts. A technique that annotates fewer parts of the program is due to Sørensen [48], and was later improved by Seidl [45].

These techniques concern only first-order programs. However, modern functional languages like ML, Haskell, and Miranda include higher-order functions which should be transformed too. Several preliminary approaches reduce the higher-order case to the well-studied first-order case. Wadler [55] considers programs with higher-order
macros. Any such program typable in the Hindley-Milner [27, 36] type system can be expanded out to a first-order program, and transformed with first-order deforestation. These programs include applications of the fold and map functions, but exclude useful constructions, e.g., lists of functions. Chin [7, 8, 10, 11] starts out with a higher-order program and uses a higher-order removal transformation [7, 9, 12] to eliminate some higher-order parts, resulting in a program in a restricted higher-order form. He then adopts a version of deforestation applicable to annotated programs in the restricted higher-order form, and annotates any remaining higher-order parts as well as first-order parts violating the treeless syntax. In the process of applying deforestation to such a program, higher-order subterms may reappear, and these are again removed by the higher-order removal algorithm during deforestation. The process terminates if the program is typable in the Hindley-Milner type system, but a more efficient and transparent approach is desirable.

The first formulation of deforestation applicable directly to general higher-order programs is due to Marlow and Wadler [34], who leave open the question of guaranteeing termination. This was addressed by Hamilton [23], who gives a formulation of the higher-order deforestation algorithm applicable to annotated programs and introduces a notion of higher-order treelessness. He then proves that deforestation of any Hindley-Milner typable program terminates, if all parts of the program violating the higher-order treeless syntax are annotated. These ideas have been elaborated and implemented in the Glasgow Haskell compiler by Marlow [35].

The higher-order treeless syntax requires arguments of applications and selectors of case-expressions to be variables. This entails annotating and thereby skipping over parts of programs that could have been improved.

**Example 2** Consider the following program.

```plaintext
letrec
  c = λx. xs.x : xs
  foldr = λf, a, t. case t of [] → a
                  (z : zs) → f z (foldr f a zs)
in λu, v, w. foldr c u (foldr c v u)
```

The term foldr c v u is a higher-order formulation of the term a u v from Example 1. The whole program is therefore equivalent to the program in Example 1, and we would expect to be able to transform it into the more efficient program in Example 1. This is indeed what happens when we apply deforestation to the program. However, the techniques by Hamilton and Marlow require that the argument foldr f a zs in the definition of foldr be annotated, and this prevents the desired transformation.

There are many such examples. Chin [11] shows that some shortcomings of the treeless syntax can be avoided by ad-hoc extensions of deforestation. The necessity of such extensions stems from the fact that the annotation scheme is purely syntactic; it does not take into account what actually happens during deforestation.

In this paper we give a new technique to ensure termination of higher-order deforestation. We adopt a version of Hamilton's higher-order deforestation algorithm applicable to annotated terms, but do not annotate all parts violating the higher-order treeless syntax. Before transformation we instead compute a set of constraints approximating the set of terms encountered during deforestation of the program. This can be done efficiently using well-known techniques. While doing so, we extract quantitative information to detect whether deforestation will proceed indefinitely, and if so, we annotate parts of the program responsible for the indefinite transformation. The technique is a generalization of our technique for first-order deforestation [48, 45].

Section 2 presents our higher-order language, and Section 3 presents higher-order deforestation. Section 4 shows the sources of non-termination of deforestation. Section 5 introduces constraint systems, and Section 6 uses constraints to approximate deforestation. Section 7 shows how to calculate annotations that ensure termination of deforestation, from the set of approximating constraints. Section 8 relates the approach to that by Hamilton and Marlow. Section 9 concludes. Proof sketches have been banished into appendices.

## 2 Language and notation

**Definition 3 (Higher-order language)** Let c, x, and f range over names for constructors, variables, and functions, respectively. Let t, q, d, and p range over terms, patterns, definitions and programs, respectively, as defined by the grammar:

- \( t ::= x | \lambda x. t | c t_1 \ldots t_n | f | let v = t \ in t' | t \ t' \)
- \( case \ l_0 \ of \ q_1 \rightarrow l_1 \ldots q_k \rightarrow l_k \)
- \( q ::= c x_1 \ldots x_n \)
- \( d ::= f = t \)
- \( p ::= \text{letrec} d_1 ; \ldots ; d_n \ in t \)

(Where \( n \geq 0, k > 0 \)). The \( l_0 \) in case-expressions is called the *selector*. In applications \( f \) is the operator and \( t \) the argument. All variables of \( t \) in definitions \( f = t \) and programs \( \text{letrec} d_1 ; \ldots ; d_n \ in t \) must be bound. No variable may occur more than once in a pattern. To each function call must correspond exactly one definition, and the patterns in a case-expression must be non-overlapping and exhaustive. We assume that erroneous terms of form \( (c t_1 \ldots t_n) \) and \( \text{case} (\lambda x. t) \ of q_1 \rightarrow \)
Instead of annotating the dangerous parts of a program uniquely in context with the usual conventions for association of parentheses, we transform dangerous parts of the language into a conid expression grammar and let deforestation work conservatively on terms. Variable names in the language are called by need. This provides a way of finding the next subterm to reduce in a term, i.e., the following clauses of the grammar:

Definition 5 (Deforestation)

\[
\begin{align*}
[x\ t_1\ldots\ t_n] &= x\ [t_1]\ldots\ [t_n] & (1) \\
[e\ t_1\ldots\ t_n] &= e\ [t_1]\ldots\ [t_n] & (2) \\
[\lambda x.\ t] &= \lambda x.\ [t] & (3) \\
[e(\ell)] &= e(\ell') & (f = t') & (4) \\
[e((\lambda x.\ t)\ t')] &= e(\ell(x := t')) & (5) \\
[e(\text{let}\ x=t\ \text{in}\ t')] &= \text{let}\ x=\ell'\ \text{in}\ e(\ell') & (6) \\
[e(\text{case}\ x\ t_1\ldots\ t_n\ \text{of}\ q_1\rightarrow s_1;\ldots; q_k\rightarrow s_k)] &= (7) \\
\text{case}\ x\ [t_1]\ldots\ [t_n]\ \text{of}\ q_1\rightarrow e_1;\ldots; q_k\rightarrow e_k \\
[e(\text{case}\ c\ t_1\ldots\ t_n\ \text{of}\ q_1\rightarrow s_1;\ldots; q_k\rightarrow s_k)] &= (8) \\
[e(\text{letrec}\ d_1;\ldots; d_n\ \text{in}\ t)] &= \text{let}\ x=\ell'\ \text{in}\ e(\ell') & (9) \\
\end{align*}
\]

Given a program letrec \(d_1;\ldots; d_n\) in \(t\) we apply transformation \([\cdot]\) to \(t\) understanding that definitions \(f = t\) for function calls must be located among \(d_1;\ldots; d_n\). □

As is well-known, this algorithm hardly ever terminates. For instance, on the program letrec \(f = f\) in \(f\) the same term \(f\) is encountered over and over again. To avoid this, the algorithm must incorporate folding, i.e., recall the terms it encounters and make repeating terms into recursive definitions. This can be done in a number of ways (cf. [35] for a discussion). What is important is that if the rules of the preceding definition encounter only finitely many different terms, then the algorithm with folding terminates. For concreteness we sketch one way of doing this.\(^2\)

Definition 6 (Folding) Let \([\cdot]\) take an extra parameter \(I\). In all clauses of the preceding definition but (4), \(I\) is passed unchanged to the recursive calls of \([\cdot]\). Replace rule (4) of the preceding definition by (4)’:

\[
\begin{align*}
[e(\ell)]I &= \begin{cases}
\ell(x_1\ldots x_n) & \text{if } g = \lambda x_1\ldots x_n. e(\ell) \in I \\
\ell x_1\ldots x_n & \text{else, where}
\end{cases} \\
I' &= I \cup \{g = \lambda x_1\ldots x_n. e(\ell)\} \\
g &= \lambda x_1\ldots x_n. e(\ell)I' \\
\end{align*}
\]

where \([x_1,\ldots, x_n] = \text{FV}(e(\ell))\). Now, given a program letrec \(d_1;\ldots; d_n\) in \(t\) we apply \([\cdot]\) to \(t\) with the empty set for \(I\). This results in a term, but also in a new set of definitions \(g = \lambda x_1,\ldots, x_n. e(\ell)I'\) generated in the process, which are collected into a new program. □

The following algorithm only folds terms with function calls in the redex. For programs that are not Hindley-Milner typable one must allow folding for \(\beta\)-redices as well.
Example 7 We now show how deforestation transforms the first program in Example 1 into the second more efficient one. For brevity we adopt the abbreviations:

\[ I = \{ da = \lambda u, v, w.a \ (a \ u \ v) \ w \} \]

\[ I' = \{ f = \lambda u, v, w. \text{case } (a \ u \ v) \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ w \} \]

\[ I'' = \{ d' = \lambda y, z.a \ y \ z \} \]

Then transformation proceeds as follows.

\[ [\lambda u, v, w. \ (a \ u \ v) \ w] \{ \} \]

\[ = \lambda u, v, w. \ [a \ (a \ u \ v) \ w] \{ \} \]

\[ = \lambda u, v, w. \ da \ u \ v \ w \]

\[ da = \lambda u, v, w. ([\lambda x, y, \text{case } x \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ y \ (a \ u \ v) \ w] \ I) \]

\[ = \lambda u, v, w. \ {\text{case } (a \ u \ v) \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ w} \ I \]

\[ = \lambda u, v, w. \ f \ u \ v \ w \]

where

\[ f = \lambda u, v, w. \ {\text{case } ((\lambda x, y. \text{case } x \ 0f \ w \rightarrow y; \ (g : s) \rightarrow g : a \ s \ y \ u \ v) \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ w} \ I \cup I' \]

\[ = \lambda u, v, w. \ {\text{case } u \ 0f \ w \rightarrow \text{case } v \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ w} \ I \cup I' \]

\[ = \lambda u, v, w. \ {\text{case } u \ 0f \ w \rightarrow \text{case } v \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ w} \ I \cup I' \]

where

\[ a' = \lambda t, w. \ {\text{case } t \ 0f \ w \rightarrow w; \ (h : t') \rightarrow h : a \ t' \ w} \ I \cup I' \cup I'' \]

Hence the new program is

\[ \text{letrec} \]

\[ da = \lambda x, y, z. f \ u \ v \ w \]

\[ f = \lambda x, y, z. \text{case } x \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a \ t \ y \ (a \ u \ v \ w) \]

\[ = \lambda y, z. \text{case } y \ 0f \ w \rightarrow w; \ (h : t) \rightarrow h : a' \ t \ y \ w \]

\[ = \lambda u, v, w. da \ u \ v \ w \]

This is equivalent to the efficient program in Example 1. Unnecessary auxiliary functions, like \( f \) above, can easily be unfolded in a postprocessing phase.

Apart from termination—the topic of this paper—there are two other aspects of correctness for deforestation, namely preservation of operational semantics and non-degradation of efficiency. A proper development of these two aspects is beyond the scope of this paper, so we end this section with a brief review. This is not to suggest that these problems are not important; on the contrary, we believe that they are so important that they constitute separate problems.

As for preservation of operational semantics, the output of deforestation should be semantically equivalent to the input. That each step of the transformation rules for deforestation preserves call-by-need semantics is easily proved, but extending rigorously the proof to account for folding is more involved. A general technique due to Sands [41, 43] can be used to prove this for deforestation [40, 42].

As for non-degradation in efficiency, the output of deforestation should be at least as efficient as the input. First, there is the problem of avoiding duplication of computation. Transformation can change a polynomial time program into an exponential time program. In Wadler’s [55], Hamilton’s [23], and Marlow’s [35] approaches this is avoided by considering only linear programs, i.e., programs consisting of functions that do not duplicate their arguments. Some weaker restrictions are adopted in partial evaluation [46, 5] and in work on first-order deforestation [21]. Second, there is the problem of code duplication. Unrestrained unfolding may increase the size of a program dramatically. In principle the size of a program does not affect its running-time, but in practice this is not always true. Third, transformation steps can loosen laziness and full laziness, as is described in detail by Marlow [35].
4 Termination problems in deforestation

Even with folding, deforestation does not always terminate. Below we present the three kinds of problems that can occur. We show that deforestation applied to each of the programs loops indefinitely, and with certain small changes in the programs, deforestation terminates. These changes are called *generalizations*.

Example 8 (The Accumulating Parameter) Consider the following program.

\[
\begin{align*}
\text{letrec} & \\
  r & = \lambda u s . r r u s \\
  r r & = \lambda x s , y s . \text{case } x s \text{ of } \\
  & \hspace{1cm} [] \rightarrow y s \\
  & \hspace{1cm} (z : z s) \rightarrow r r z s (z : y s) \\
\end{align*}
\]

The \( r \) function returns its argument list reversed. Applied to this program, deforestation loops indefinitely. The problem is that deforestation encounters the progressively larger terms \( r r z s [], r r z s_1 [z_1], r r z s_2 [z_2, z_1] \), etc. Since the formal parameter \( y s \) of \( r r \) is bound to progressively larger terms, we call \( y s \) an *accumulating parameter*.

We can solve the problem if we can make sure that deforestation does not distinguish between the terms that are bound to \( y s \). This can be achieved by transforming the program into:

\[
\begin{align*}
\text{letrec} & \\
  r & = \lambda u s . r r u s \\
  r r & = \lambda x s , y s . \text{case } x s \text{ of } \\
  & \hspace{1cm} [] \rightarrow y s \\
  & \hspace{1cm} (z : z s) \rightarrow \text{let } v = z : y s \text{ in } r r z s v \\
\end{align*}
\]

Deforestation applied to this program terminates.

Example 9 (The Obstructing Function Call) Consider the following program.

\[
\begin{align*}
\text{letrec} & \\
  r & = \lambda x s . \text{case } x s \text{ of } \\
  & \hspace{1cm} [] \rightarrow [] \\
  & \hspace{1cm} (z : z s) \rightarrow \text{case } (r z s) \text{ of } \\
  & \hspace{2cm} [] \rightarrow [z] \\
  & \hspace{1cm} (y : y s) \rightarrow y : a y s [z] \\
  a & = \lambda u s , w s . \text{case } u s \text{ of } \\
  & \hspace{1cm} [] \rightarrow w s \\
  & \hspace{1cm} (v : v s) \rightarrow v : a v s w s \\
\end{align*}
\]

The \( r \) function again reverses its argument, first reversing the tail and then appending the head to this. Deforestation encounters the terms \( r , \text{case } (r z s_1) \text{ of } \cdots , \text{case } (\text{case } (r z s_2) \text{ of } \cdots ) \text{ of } \cdots \), etc. Because the call to \( r \) prevents the surrounding \text{case}-expressions from being reduced, we call it an *obstructing function call*.

We can solve the problem if we make sure that deforestation does not distinguish between the different terms that occur in the redex position. This can be achieved by transforming the program into:

\[
\begin{align*}
\text{letrec} & \\
  r & = \lambda x s , l = r x s \text{ in } \\
  \text{case } x s \text{ of } \\
  & \hspace{1cm} [] \rightarrow [] \\
  & \hspace{1cm} (z : z s) \rightarrow \text{case } l \text{ of } \\
  & \hspace{2cm} [] \rightarrow [z] \\
  & \hspace{1cm} (y : y s) \rightarrow y : a y s [z] \\
  a & = \lambda u s , w s . \text{case } u s \text{ of } \\
  & \hspace{1cm} [] \rightarrow w s \\
  & \hspace{1cm} (v : v s) \rightarrow v : a v s w s \\
\end{align*}
\]

Deforestation applied to this program terminates with the same program as output, which is satisfactory.

Example 10 (The Accumulating Spine) Yet another possibility to prevent deforestation from termination is to recursively create larger and larger spines of function applications. Consider the following program.

\[
\begin{align*}
\text{letrec} & \\
  f & = \lambda x . f x x \text{ in } f \\
\end{align*}
\]

Note that such kind of function definitions is prohibited in some typing disciplines, e.g., simple types. Deforestation applied to the program successively encounters terms \( f , f x , f x x , \text{etc.} \), and thus never terminates. The problem is resolved if we modify the program to:

\[
\begin{align*}
\text{letrec} & \\
  f & = \lambda x . \text{let } y = f \text{ in } y x x \text{ in } f \\
\end{align*}
\]

Then deforestation terminates.

The operation of going from the term \( t \{ x := t' \} \) to \( \text{let } x \equiv t' \text{ in } t \) is called *generalization of \( t' \) in \( t \{ x := t' \} \). In Example 8, we generalized \( r r \)'s second argument \( (z : y s) \) in the body of the definition for \( r r \). In Example 9, we generalized the call \( r x s \) in the body of the definition of \( r \). Finally, in example 10, the call to \( f \) was generalized in the body of the definition of \( f \).

Generalizing should be thought of as annotating. Instead of putting funny symbols on our programs we instead use a distinct language construct.
5 Constraint Systems

Inspired by work by Jones and co-workers [30, 29, 1, 37], Sørensen [48] approximates the set of terms encountered during first-order deforestation of a program by a set of terms described by a regular tree grammar. Inspecting this grammar one can automatically decide whether any of the phenomena in the preceding section occur, and generalize accordingly.

An equivalent means for describing regular tree languages are set constraints [26]. These are technically more convenient than regular tree grammars, and have given rise to fast, practical analysis algorithms. Seidl [45] therefore expressed Sørensen’s analysis in terms of set constraints and observed that the information necessary to detect dangerous subtrees can be computed without explicitly building the approximating system of set constraints. Instead, it suffices to perform a control-flow analysis in the sense of Palmsberg [39] and Palmsberg and O’Keefe [39] and, while doing so, to collect a set of integer constraints. In this paper we show that this technique can be elegantly extended to the higher-order case. This section introduces the necessary theory regarding constraint systems.

Let $D$ be a complete lattice. For some variable set $V$, we consider sets $S$ of constraints of the form

$$X \sqsupseteq f X_1 \ldots X_n$$

where $X, X_1, \ldots, X_n \in V$, and $f$ denotes a monotonic function $[f] : D^n \rightarrow D$. Then $S$ has a least model $\mu S$ mapping variables to elements of $D$ such that

$$(\mu S X) \sqsupseteq [f](\mu S X_1) \ldots (\mu S X_n)$$

for every constraint $X \sqsupseteq f X_1 \ldots X_n \in S$. We shall make use of two instances of this sort of constraints: simple constraints and integer constraints.

In a set of simple constraints, a finite set $A$ of objects is given. $D$ is the powerset of $A$ ordered by set inclusion. In our application we need no occurrences of variables or operators in left-hand sides. So, they are of the simple form $X \sqsupseteq a$ for some $a \in A$. One important special case of simple constraints is given by a one-element set $A$. Then $2^A$ is isomorphic to the 2-point domain $2 = \{0, 1\}$. These constraints are called boolean.

In integer constraints the complete lattice $D$ is the non-negative numbers $N$ equipped with their natural ordering and extended by $\infty$. Right-hand sides are built up from variables and constants by means of certain operators, in our case “$+$” and “$\sqcup$” (maximum).

---

Example 11 Consider the integer constraints:

$$X \geq 1 \quad Z \geq X + Y$$
$$Y \geq 7 \quad Y \geq Z \sqcup X$$

In the least model, $(\mu S)X = 1, (\mu S)Y = (\mu S)Z = \infty$. □

Since $N$ does not satisfy the ascending chain condition, naive fixedpoint iteration may not suffice to compute least models. Seidl [44] presents algorithms that do compute such least models. For the systems we consider, least models can be computed in linear time.

6 Approximating deforestation

We now present an analysis which computes, for a given program, a set of integer constraints whose least model indicates which subtrees cause termination problems. In the next section we show how to compute generalizations from such constraint systems.

The analysis can be viewed as a control-flow analysis adapted to an outermost unfolding strategy. While performing this analysis we keep track of the depth in which unfolding occurs and the depth of arguments bound to formal parameters.

The definition is followed by extensive explanations along with an example.

Definition 12 (Constraints approximating deforestation) Let $p \equiv \text{letnew} d_1, \ldots, d_n \text{ in } t_{\text{init}}$, let $T$ be the set of all subtrees contained in $p$, and let $A = T \cup \{\bullet\}$, where $\bullet$ is a special symbol.

For every $t \in T$ we consider five different variables $[t], r[t], d[t], s[t]$ and $a[t]$. The following table shows the type of constraints in which the variables are used.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lattice</th>
<th>Constraint Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[t]$</td>
<td>$2^A$</td>
<td>simple</td>
</tr>
<tr>
<td>$r[t]$</td>
<td>$2$</td>
<td>boolean</td>
</tr>
<tr>
<td>$d[t]$</td>
<td>$N$</td>
<td>integer</td>
</tr>
<tr>
<td>$s[t]$</td>
<td>$N$</td>
<td>integer</td>
</tr>
<tr>
<td>$a[t]$</td>
<td>$N$</td>
<td>integer</td>
</tr>
</tbody>
</table>

The set of constraints $C(p)$ computed for $p$ is the smallest set containing the initial constraints, and closed under the transitivity rules, top-level rules, and unfolding rules. The subset of integer constraints is written $I(p)$.

The initial constraints are as follows.

$$[t] \sqsubseteq t$$
$$r[t_{\text{init}}] \sqsubseteq 1$$
$$a[t] \sqsubseteq N[t]$$

---

In [45], constraints also of the form $X \sqsupseteq Y$ occur. These have been removed in the present formulation.

---

4Instead of constraint systems, [44] considers systems of equations. This makes no difference w.r.t the minimal model.
The transitivity rules are as follows.

if \( [t] \equiv t', [t'] \equiv t'' \) then \( [t] \equiv t'' \)

if \( [r] \equiv 1 \), \( [t] \equiv t' \) then \( [r[t]] \equiv 1 \); \( d[t'] \geq d[t] \); \( s[t'] \geq s[t] \)

The top-level rules are as follows.

if \( [\text{let} \ x = t \ \text{in} \ t'] \equiv \ a \) then \( [x] \equiv a \)

The unfolding rules are as follows.

if \( r[t] \equiv 1 \) then case of \( f \) :

\( t_1 t_2 : \)

\( r[t_1] \equiv 1 \); \( s[t_1] \geq 1 + s[t]; d[t_1] \geq d[t]; \)

if \( r[t_1] \equiv \lambda x. t \) then \( [\text{let} \ x = t_1 \ \text{in} \ t_2] \equiv t_2 \); \( x \equiv a \) \( \lambda \); \( s[t_1] \equiv s[t]; d[t_1] \equiv 1 + d[t]; \)

if \( [\text{let} \ x = t_1 \ \text{in} \ t_2] \equiv \ a \) then case of \( f \) :

if \( [\text{let} \ x = t_1 \ \text{in} \ t_2] \equiv \ a \) then \( [x] \equiv a \); \( s[x] \equiv s[a]; \)

The meaning of the variables are as follows. The variable \( [t] \) represents a superset of the terms encountered when transforming \( t \); \( \bullet \) denotes a term whose result will be unknown at transformation time, e.g., a free variable, or a free variable applied to some term. The variable \( r[t] \) records whether \( t \) is unfolded during transformation. The expression \( s[t] + d[t] \) is an upper bound on the depth of reduction contexts in which \( t \) occurs during transformation, where \( s[t] \) counts the nesting inside applications and \( d[t] \) counts the nesting inside selectors of case-expressions. While variables \( s[t] \) have no analog in the first-order case, they are used here to preclude accumulating spines. Finally, \( a[t] \) is an upper bound on the depth of \( t \) within any term bound to a formal parameter.

The effect of the constraints are as follows. The initial constraints \( [t] \equiv t \) model reflexivity of iterated unfolding, \( r[t] \equiv 1 \) shows that the main term is due for transformation, and \( a[t] \geq N[t] \) gives lower bounds for \( a[t] \). Since \( t \) may contain free variables from some set \( V \), \( N[t] \) is a polynomial over \( a[r], x \in V \).

The transitivity rules model iterated unfolding.

The top-level rules model the fact that on the top-level, deforestation is pushed down through constructors and lambda-abstraction. When going down under an abstraction, the abstracted variable obtains the status of a free variable and hence receives value \( \bullet \).

The unfolding rules approximate the steps of deforestation. First, the rules model individual steps of the deforestation process, i.e., expansion of function names and reduction of \( \beta \)-redexes and case-expressions with new bindings for substituted variables. Second, information about which subterm is unfolded next by deforestation is propagated, i.e., the \( r[\cdot][\cdot] \)-information is propagated to the function part of applications and to the selector of case-expressions. Third, evaluation of certain subterms of let-expressions and case-expressions must be raised to the top-level. Also, the information involving \( \bullet \) must be propagated. The main point, however, is to record information about the depth of contexts and arguments. Thus, integer constraints on \( a[\cdot] \) variables are generated whenever variables become bound by reductions of \( \beta \)-redexes and case-expressions. When passing control to the function part of an application or the selector of a case-expression, the increase in the nesting of the context is recorded by a constraint on the \( s[\cdot] \) and \( d[\cdot] \) variables, respectively.

**Example 13** The program in Example 10 has constraints:

\[
\begin{align*}
   r[x] & \equiv [x] \equiv x \\
   r[f] & \equiv [f] \equiv f, \lambda x. f x, f x x \\
   r[f x] & \equiv [f x] \equiv f x, f x x \\
   r[f x x] & \equiv [f x x] \equiv f x x \\
   r[\lambda x. f x x] & \equiv [\lambda x. f x x] \equiv \lambda x. f x x \\
   a[x] & \equiv [a[x]] \equiv d[x] \equiv [x] \equiv x \\
   a[f] & \equiv [f] \equiv 0 \\
   a[f x] & \equiv [f x] \equiv 1 + a[x] \\
   a[f x x] & \equiv [f x x] \equiv 2 + a[x] \\
   a[\lambda x. f x x] & \equiv [\lambda x. f x x] \equiv 3 \\
   s[x] & \equiv \geq [x] \\
   s[f] & \equiv \geq [f], 1 + s[f x] \\
   s[f x] & \equiv \geq s[f x], 1 + s[f x x] \\
   s[f x x] & \equiv \geq s[f x x], s[f x] \\
   s[\lambda x. f x x] & \equiv \geq s[\lambda x. f x x], s[f]
\end{align*}
\]
Here
\[ s[f] \geq 1 + s[f x] \geq 1 + s[f x x] \geq s[f] \]
In particular \( \mu I s[f] = \infty \), reflecting the fact that transformation encounters terms with \( f \) embedded in unboundedly deep applications.

The program in Example 8 has constraints including
\[ a[y s] \geq 1 + a[x : y s] \geq 1 + a[y s] \]
In particular \( \mu I a[y s] = \infty \), reflecting the fact that transformation encounters terms with unboundedly large arguments containing \( y s \).

The program in Example 9 has constraints including
\[ d[\text{case } (r z s) \ldots] \geq \begin{cases} d[\text{case } x s \ldots] \geq d[r z s] \\ \geq 1 + d[\text{case } (r z s) \ldots] \end{cases} \]
which imply \( \mu I d[r z s] = \infty \), reflecting the fact that transformation encounters terms with calls \( r z s \) embedded in unboundedly deep case-expressions. \( \square \)

The following theorem shows that the set of integer constraints in general contains enough information to estimate whether deforestation loops, and that the set can be computed efficiently.

**Theorem 14.** Let \( p \equiv \text{letrec } d_1, \ldots, d_n \text{ in } t_{\text{init}} \) and \( I = I(p) \) with least model \( \mu I \).

(i) If deforestation applied to \( p \) encounters infinitely many different terms, then (1), (2) or (3) holds:

1. \( \mu I a[x] = \infty \) for some variable \( x \);
2. \( \mu I d[t] = \infty \) for some subterm \( t \);
3. \( \mu I s[t] = \infty \) for some subterm \( t \).

(ii) \( I \) can be computed in polynomial time.

**Proof.** See Appendix A. \( \square \)

Properties (1) and (2) correspond to Sørensen’s \([48, 45]\) criteria for accumulating parameters and obstructing function calls, respectively, for first-order deforestation. In the higher-order case (3) is sufficient to capture accumulating spines. However, if \( p \) is monomorphically typable,\(^3\) then all values of \( s[\cdot] \)-variables are finite! In this case accumulating parameters and obstructing function calls are the only reasons for non-termination of deforestation. W.l.o.g. let us assume henceforth that \( t_{\text{init}} \) does not occur as a subterm of any function definition. Then we have:

**Proposition 15.** Given a monomorphically typable program \( p \), let \( I = I(p) \) with least solution \( \mu I \). Then \( \mu I s[t] < \infty \) for all subterms \( t \) of \( p \).

**Proof.** See Appendix B. \( \square \)

\(^3\)If \( p \) is Hindley-Milner typable program, then by duplication of function definitions one obtains a monomorphically typable program.

### 7 Generalizing dangerous subterms

Section 6 shows how to guarantee that deforestation terminates on some program: check that conditions (1)-(3) are all false. It remains to show that these conditions can be decided efficiently, and it remains to compute appropriate generalizations in case one of the conditions are true, i.e., when deforestation may fail to terminate.

Let \( p \) be a program and \( I = I(p) \). Any inequality \( Y \geq P \) in \( I \), where \( P \) is a polynomial built from variables, constants, \(+,-,\) can be expressed by a set of constraints of the forms \( Y \geq c + X \) and \( Y \geq c \), where \( c \geq 0 \) is an integer. Therefore, we may assume that the constraints in \( I \) are of these forms.

**Definition 16 (Dependence graph).** Given program \( p \) and \( I = I(p) \). The dependence graph \( G_I \) is the directed graph whose nodes are the variables of \( I \), and whose edges are all \((X, Y)\) with \( Y \geq c + X \in I \). \( \square \)

Since the three subsystems of \( I \) containing variables \( a[\cdot], d[\cdot], \) and \( s[\cdot] \) are disjoint, Theorem 14 gives the following characterization of those \( X \) with \( \mu I X = \infty \).

**Proposition 17.** Given \( p \) and \( I = I(p) \) with least model \( \mu I \). For \( \tau \in \{a, d, s\} \), let \( J_\tau = \{t \mid \mu I \tau[t] = \infty \} \).

1. \( J_\tau \) is the smallest set containing all \( t \) such that
   - \( \tau[t] \) is contained in a strong component of \( G_I \) which also contains variables \( \tau[t_1], \tau[t_2] \) with \( c \geq 1 \) and \( \tau[t_1] \geq c + b[t_2] \in I \); or
   - \( \tau[t] \) is reachable in \( G_I \) from \( \tau[t'] \) with \( t' \in J_\tau \).
2. \( J_\tau \) can be computed in linear time.

**Proof.** See \([44, \text{Theorem 10}]\). \( \square \)

By Proposition 17 we can sharpen the formulations of criteria (2) and (3) in Theorem 14. For criterion (1) we are only able to provide a more concrete form if \( a[x'] \) receives a finite value for all pattern variables \( x' \).

**Corollary 18.** Given \( p \) and \( I = I(p) \) with least model \( \mu I \).

1. Assume \( \mu I a[x'] < \infty \) for all pattern variables \( x' \).
   Then \( \mu I a[x] = \infty \) for some variable \( x \) iff some subterm \( t \in t_1 t_2 \) of \( p \) exists where \( t_2 \) contains a free variable \( z \in T_2 \) and \( a[z] \) is in the same strong component of \( G_I \) as \( a[p] \).
2. \( \mu I d[t'] = \infty \) for some \( t' \) iff some case-expression \( t \) in \( p \) exists with selector \( k \) such that \( d[t] \) is contained in the same strong component of \( G_I \) as \( d[k] \).

\(^6\)As observed in \([45]\), one may also determine from \( \mu I \) the variables \( a[t], d[t], \) and \( s[t] \) whose values exceed some threshold. This may be useful for preventing code explosion during deforestation, see \([35]\).
(3) $\mu I s[t] = \infty$ for some $t'$ if some subterm $t \equiv t_1 t_2$ of $p$ exists where $s[t_1]$ is contained in the same strong component of $G_I$ as $s[t]$. \hfill\Box

Proof. See Appendix C. \hfill\Box

In view of this we now propose the following strategy for computing generalizations. Starting with program $p$, we repeatedly generalize subterms of $p$. In order to determine candidates for generalization, we compute the set $I = \mathcal{I}(p)$ of integer constraints according to our analysis. If $\mu I$ is finite for all variables $a[t], d[t]$ and $s[t]$ no further generalizations are necessary. Otherwise, we generalize according to the following three rules:

1. $t \equiv t_1 t_2$ and $t_2$ contains a free variable $x \not\equiv t_2$ and $a[x]$ is in the same strong component of $G_I$ as $a[t_2]$. Then generalize $t_2$ in $t$. $t \equiv \text{case } t_0 \text{ of } q_1 \to t_1; \ldots; q_m \to t_m \text{ and for a variable } x \text{ of a pattern } q_i, \mu I a[x] = \infty$. Then generalize $t_0$ in $t$.

2. $t \equiv \text{case } t_0 \text{ of } q_1 \to t_1; \ldots; q_m \to t_m \text{ and } d[t]$ is contained in the same strong component of $G_I$ as $d[t_0]$. Then generalize $t_0$ in $t$.

3. $t \equiv t_1 t_2$ and $s[t_1]$ is contained in the same strong component of $G_I$ as $s[t]$. Then generalize $t_1$ in $t$.

Our strategy is non-deterministic. We prove that every admissible sequence of choices results in a correctly annotated program. If $p$ is monomorphically typable, no generalizations according to (3) will ever be performed.

The only simple constraints generated for a let-bound variable $x$ is $[x] \supseteq \bullet$. Therefore, $s[x]$ and $d[x]$ cannot occur in right-hand sides of integer constraints. Also, if the selector of a case-expression $t$ is a let-bound variable then $[x] \supseteq \bullet$ are the only simple constraints generated for pattern variables $x$ of $t$, and therefore always $\mu I a[x] = 0$. From this we can conclude that no subterm is ever generalized which already equals a single let-bound variable. Hence, every sequence of generalizations eventually terminates. Furthermore, we obtain from Corollary 18:

Theorem 19 Assume $p$ is a program, $I = \mathcal{I}(p)$ is the set of integer constraints generated for $p$ and $\mu I$ is the least solution of $I$.

1. If no generalization is possible according to rule (1) then $\mu I a[x] < \infty$ for all variables $x$.

2. If no generalization is possible according to rule (2) then $\mu I d[t] < \infty$ for all $t$.

3. If no generalization is possible according to rule (3) then $\mu I s[t] < \infty$ for all $t$. \hfill\Box

From Theorem 14 we therefore derive that deforestation definitely terminates when no further meaningful generalizations can be applied to $p$.

8 Relation to higher-order treelessness

Hamilton [23] and later Marlow [35] generalize the notion of treeless programs to the higher-order case. Their generalizations are slightly different, but in both cases treeless terms require arguments in applications and selectors in case-expressions to be variables. The following definition is Hamilton’s version.

Definition 20 (Treeless programs) We let treeless terms, functional terms, and treeless programs, ranged over by $tt$, $ft$, and $tp$, respectively, be the subsets of general terms and programs defined by the grammar:

$$
\begin{align*}
tt & ::= x | c \, tt_1 \ldots \, tt_n | \text{case } x \, \text{of } q_1 \to tt_1; \ldots; q_k \to tt_k | \lambda x. tt \mid t \mid f \mid \text{let } v=tt \in tt' \\
ft & ::= x | f | ft \\
tp & ::= \text{letrec } f_1 = tt_1; \ldots; f_n = tt_n \text{ in } \lambda x_1, \ldots, x_m. ft
\end{align*}
$$

Note that we do not demand treeless terms to be linear. In general, as can be seen by Example 10, deforestation is not guaranteed to terminate on treeless programs. Hamilton and Marlow therefore impose the additional restriction that programs be Hindley-Milner typable. For simplicity we consider here programs that are monomorphically typable.

Without loss of generality we may assume for a program $p \equiv \text{letrec } d_1; \ldots; d_n \text{ in } t_{\text{init}}$ that all function names occurring in $t_{\text{init}}$ are distinct and no function $h$ is reachable from two distinct functions $f_1, f_2$ occurring in $t_{\text{init}}$. Any program can be brought to this form by suitable duplication of function definitions.

The following shows that a monomorphically typable, higher-order treeless program, our analysis finds that no annotations are required, provided all constructors have non-functional arguments only. Under the latter proviso this shows that our analysis is never worse than Hamilton’s and Marlow’s techniques. On the other hand, for many examples, our analysis is better.

Theorem 21 Assume $p \equiv \text{letrec } d_1; \ldots; d_n \text{ in } t_{\text{init}}$ is monomorphically typable, higher-order treeless, and that all constructors in $p$ have non-functional arguments only. Then conditions (1)-(3) of Theorem 14 are all false.

Proof. See Appendix D. \hfill\Box

The restriction that constructors may not have functional arguments is a weakness of our analysis in its present form.
Example 22 Consider the following program.

\[
\text{letrec}
I = \lambda z.\text{case } z \text{ of } \text{[]} \rightarrow []; (h : t) \rightarrow h : I t
\in \lambda x. I (I x)
\]

Unfolding the outer call to \(I\) in term \(I (I x)\) leads to the term \(\text{case } I (I x) \text{ of } \text{[]} \rightarrow []; (h : t) \rightarrow h : I t\) in which the inner call to \(I\) must be unfolded. Superficially, a call to \(I\) in the empty context leads to a new call to \(I\) in a non-empty context, with the risk of deforestation proceeding indefinitely. The truth is that the two calls to \(I\) are unrelated, and the problem could be solved by considering instead the following program:

\[
\text{letrec}
I_1 = \lambda z_1.\text{case } z_1 \text{ of } \text{[]} \rightarrow []; (h_1 : t_1) \rightarrow h_1 : I_1 t_1
I_2 = \lambda z_2.\text{case } z_2 \text{ of } \text{[]} \rightarrow []; (h_2 : t_2) \rightarrow h_2 : I_2 t_2
\in \lambda x. I_1 (I_2 x)
\]

In the first-order case this trick is sufficient to ensure that no generalizations are performed on treeless programs [48]. However, in the higher-order case, the problematic situation may arise after a number of transformation steps as in the program:

\[
\text{letrec}
I = \lambda z.\text{case } z \text{ of } \text{[]} \rightarrow []; (h : t) \rightarrow h : I t
G = \lambda d.\text{case } d \text{ of } \text{[]} \rightarrow []; (c h a) \rightarrow h a
H = \lambda f, y, c f (f y)
\in \lambda x. G (H I x)
\]

The restriction on treeless programs that constructors may not have functional arguments is sufficient to prevent this problem.

There are two reasons why the restriction may not be serious: first, it is not clear how often programs actually make use of constructors with functional arguments; and second, it is only in some special cases that our analysis is confused by such constructors. \(\Box\)

An investigation of possible enhancements of our analysis to avoid occasional deficiencies of this type remains for future work.

9 Conclusion

We have given a technique to ensure termination of higher-order deforestation allowing useful transformation steps what were not previously possible. The technique can be efficiently implemented using well-known techniques for constraint systems.

A somewhat different approach to elimination of intermediate data structures in higher-order programs is due to Gill, Launchbury, and Peyton Jones [18, 19, 20] who remove intermediate lists explicitly produced and consumed by means of the primitives \text{build} and \text{foldr} within the same function. Similar techniques were independently proposed by Sheard and Fegaras [16, 47], and later by Takano and Meijer [49]. These approaches rely on functions being written in a form that explicitly builds and destroys intermediate data structures, although some functions can be transformed into this form automatically [32]. Gill [18] shows that some programs can be improved by traditional deforestation, but not by the \text{build-foldr} technique, whereas other programs can be improved by the \text{build-foldr} technique, but not by traditional deforestation, see also [35]. A more direct comparison remains to be done.

Acknowledgments. We are indebted for discussions on higher-order deforestation to Geoff Hamilton and Wei-Ngan Chin.
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A Proof of correctness of the analysis

Proof of Theorem 14. To prove correctness of our analysis, we extend the methods of [45] to the higher-order case. First, we replace all free variables of terms $t$ to be transformed by the special symbol "*". Then we put up a reduction relation "⇒" on such closed terms such that if transformation of $t$ leads to transformation of $t'$ then also $t ⇒ t'$.
Definition 23

\[
\begin{align*}
ct_1 \ldots t_n & \Rightarrow t_i \\
\lambda x.t & \Rightarrow t\{x := \bullet\} \\
e(\bullet) & \Rightarrow e(\bullet) \\
e(\bullet t) & \Rightarrow t \\
e(f) & \Rightarrow e(t') \quad (f \equiv t') \\
e((\lambda x. t) t') & \Rightarrow e(t\{x := t'\}) \\
e(\operatorname{let} x := t \in t') & \Rightarrow e(t\{x := \bullet\}) \\
e(\operatorname{let} x := t \in t') & \Rightarrow t \\
e(\operatorname{case} (e t_1 \ldots t_n) \text{ of } q_1 \rightarrow s_1; \ldots; q_m \rightarrow s_m) & \Rightarrow \\
& e(s_j\{x_1 := t_1; \ldots; x_n := t_n\}) \quad (q_j \equiv c x_1 \ldots x_n) \\
e(\operatorname{case} \bullet \text{ of } q_1 \rightarrow s_1; \ldots; q_m \rightarrow s_m) & \Rightarrow \\
& e(s_i\{x_1 := \bullet, \ldots, x_n := \bullet\}) \quad (q_i = c x_1 \ldots x_n) \quad \text{for all } i
\end{align*}
\]

Note that expressions of the form \(\bullet t_1 \ldots t_n\) are successively rewritten to \(\bullet\) while their argument terms \(t_i\) are raised to the top-level.

Instead of abstracting this reduction system we prefer to abstract the corresponding system where substitutions are made explicit. This allows us, for instance, to keep track of instances of subterms. Therefore instead of terms we consider stacks of pairs consisting of terms and environments. Environments \(E\) are used for making substitutions explicit whereas stacks \(\sigma\) are introduced to model the outermost unfolding strategy. The stack stores suspended abstractions and \textit{case}-expressions.

Definition 24 Let \(E\) and \(\sigma\) range over environments and stacks, respectively, as defined by the grammar:

\[
\begin{align*}
E & ::= \emptyset \mid \{x := (t, E)\} + E' \\
\sigma & ::= (t, E) \sigma' \\
\sigma' & ::= e \mid (t, E) \sigma' \\
& \quad \mid \text{(case } t_0 \text{ of } q_1 \rightarrow t_1; \ldots; q_m \rightarrow t_m, E) \sigma'
\end{align*}
\]

As usual, we abbreviate

\[
\{x_1 := (t_1, E_1); \ldots; x_n := (t_n, E_n)\} + \emptyset
\]

by \(\{x_1 := (t_1, E_1); \ldots; x_n := (t_n, E_n)\}\).

The function \(u[.]\) maps a pair consisting of a term and an environment (or a stack of such pairs) to the term that the pair (resp. the stack) denotes.

\[
\begin{align*}
u[f, E] & = f \\
u[\bullet, E] & = \bullet \\
u[x, E] & = u[E(x)] \\
u[\lambda x. t, E] & = \lambda x. u[t, E] \\
u[e(\bullet t), E] & = e(\bullet t, E) \\
u[e(t), E] & = u[t, E] \cup t', E] \\
u[\operatorname{case} t_0 \text{ of } q_1 \rightarrow t_1; \ldots; q_m \rightarrow t_m, E] & = \\
& \operatorname{case} u[t_0, E] \text{ of } q_1 \rightarrow u[t_1, E]; \ldots; q_m \rightarrow u[t_m, E] \\
u[\operatorname{let} x := t \in t', E] & = \operatorname{let} x := u[t, E] \in u[t', E] \\
u[t, E](t_1, t_2, E') \sigma' & = u[v, t_2, E'] \sigma', \quad v = u[t, E] \\
u[t, E](\operatorname{case} t_0 \text{ of } q_1 \rightarrow t_1; \ldots; q_m \rightarrow t_m, E') \sigma' & = \\
& \operatorname{case} v \text{ of } q_1 \rightarrow t_1; \ldots; q_m \rightarrow t_m, E') \sigma', \quad v = u[t, E]
\end{align*}
\]

The following proposition, which relates the depth of terms with depth of stacks and environments, can be proved by induction on the depth of terms.

Proposition 25 Let \(a_0\) denote the maximal depth of a term in \(p\), and assume we are given term \(t\) and stack \(\sigma = (t_1, E_1) \ldots (t_k, E_k)\) containing only subterms from \(p\) and \(\bullet\) such that \(u[\sigma] = t\). If \(\text{depth}(u[E_j x]) \leq a\) for all \(j\) and \(x \in \text{dom}(E_j)\) then

\[
\text{depth}(t) \leq k + a_0 + a
\]

On stacks we introduce a reduction relation \(\rightarrow^*\) which is going to simulate our reduction relation \(\Rightarrow^*\) on terms.

Definition 26 Define \(\rightarrow\) by:

\[
\begin{align*}
(x, E) & \rightarrow (t, E) \sigma \\
(c t_1 \ldots t_n, E) & \rightarrow (t_i, E) \quad \text{for all } i \\
(\lambda x. t, E) & \rightarrow (t, \{x := (\bullet, \emptyset)\} + E) \\
(f, E) & \rightarrow (t'^{\prime}, \emptyset) \sigma \\
(t'^{\prime}, E) & \rightarrow (t, \{x := (t'^{\prime}, E)\}) \sigma \\
(\bullet, \emptyset)(t, E) & \rightarrow (\bullet, \emptyset) \sigma \\
(\bullet, \emptyset)(t, E) & \rightarrow (t', E) \\
(\lambda x. t, E)(t_1, E_1) & \rightarrow (t, \emptyset + \{x := (t_1, E_1)\}) \sigma \\
(\lambda x. t, E)(t_1, E_1) & \rightarrow (t, \{x := (t_1, E_1)\}) \sigma
\end{align*}
\]

By case distinction on reduction steps we verify:

Proposition 27 Assume \(t = u[\sigma]\). Then
1. $t \Rightarrow t'$ implies $\sigma \rightarrow \sigma'$ for some $\sigma'$ with $u[\sigma'] = t'$.
2. $\sigma \rightarrow \sigma'$ implies $t = u[\sigma]$ or $t \Rightarrow u[\sigma']$.

From Proposition 27 we conclude that it is enough to abstract relation “$\Rightarrow$” on stacks. For stack $s$, let $\alpha s$ denote the following set of simple constraints:

- If $s = \epsilon$ then $\alpha s = \emptyset$;
- If $s = (t, E)$ then $\alpha s = \{ [t_{\text{init}}] \supseteq t \} \cup \alpha E$;
- If $s = (t, E)(t_1, t_2, E') \sigma'$ then $\alpha s = \{ [t_1] \supseteq t \} \cup \alpha E \cup \alpha((t_1, t_2, E') \sigma')$;
- If $s = (t, E) (\text{case } t_0 \text{ of } q_1 \rightarrow t_1; \ldots; q_m \rightarrow t_m, E') \sigma'$ then $\alpha s = \{ [t_0] \supseteq t \} \cup \alpha E \cup \alpha((\text{case } t_0 \text{ of } q_1 \rightarrow t_1; \ldots; q_m \rightarrow t_m, E') \sigma')$

where

$$\alpha E = \begin{cases} \emptyset & \text{if } E = \emptyset \\ \{ [x] \supseteq t \} \cup \alpha E_1 \cup \alpha E_2 & \text{if } E = \{x := (t, E_1)\} \cup E_2 \end{cases}$$

By induction on the length of reduction paths we prove:

**Proposition 28** Let $I = I(p)$ with least model $\mu I$. Assume $(t_{\text{init}}, \emptyset) \Rightarrow \sigma$ where $\sigma = (t, E) \sigma'$. Then

1. $\alpha s \subseteq S$;
2. $r[t] \supseteq 1$ is in $S$;
3. $(\mu s[t]) + (\mu I s[t]) \supseteq |r'|$;
4. $\mu I a[x] \supseteq \text{depth}(u[x, E])$ for every $x \in \text{dom}(E)$;
5. $\mu I a[t] \supseteq \text{depth}(u[t, E])$.

If furthermore $(t, E) \sigma' \Rightarrow (t', E') \sigma'$ is a reduction path where all intermediate stacks are of the form $\sigma_1 \sigma'$, then $\mu I t \Rightarrow t'$ is in $S$ as well. \hfill \Box

We conclude:

**Theorem 29** Consider program $p \equiv \text{letrec defin in } t_{\text{init}}$ and $I = I(p)$ with least model $\mu I$.

**Safety** Assume during deoptimization of $p$, $t$ is encountered. Then $(t_{\text{init}}, \emptyset) \Rightarrow \sigma$ for some $\sigma = (t', E') \sigma'$ with $u[\sigma'] = t \{x_1 := \cdot, \ldots, x_k := \cdot\} \{x_1, \ldots, x_k\} = \text{FV}(t)$ such that:

1. $(\mu I d[t]) + (\mu I s[t]) \supseteq |r'|$;
2. $\mu I a[x] \supseteq \text{depth}(u[E x])$ for all $E$ occurring in $\sigma$ and all $x \in \text{dom}(E)$.

**Efficiency** $S$ can be computed in polynomial time.

**Proof.** The safety part follows from Proposition 28. The fast algorithm to perform the control-flow analysis essentially consists (of an adaptation) of Heintze’s algorithm for computing a normalized system of set constraints in [26] where additionally the constraints for variables $r[\cdot]$ are considered and the integer constraints in $I$ are generated. Note that, theoretically Heintze’s algorithm has cubic complexity. In practice, however, we found that it behaves quite well on all example programs. \hfill \Box

Note that $\mu I$ indeed contains all information necessary to determine whether or not $[\cdot]$ stops. Additionally applying Proposition 25 we obtain Theorem 14. This concludes the proof of Theorem 14.

**B Proof of non-accumulating spines**

**Proof of Proposition 15.** First note that control-flow analysis is conservative over types, i.e., whenever $t : \tau$ and $[t] \supseteq t' \in S$ then $t' : \tau$ as well. Let $D$ denote the set of all types of subterms in $p$ and define the ordering “$\subseteq$” as the reflexive and transitive closure of relation “$<$” defined by $\tau < \sigma$ if $\sigma = \tau \Rightarrow \tau'$ for some $\tau'$. Now define function $R$ mapping subterms to elements in $D$ by $R[t] = \tau : t$ : $\tau$. Then we have:

1. If $t \neq t_{\text{init}}$ then $[t] \supseteq t \in S$ implies $R[t] = R[t']$;
2. Whenever $t_1 t_2$ is a subterm of $p$ then $R[t_1] > R[t_1 t_2]$.

The special treatment of $t_{\text{init}}$ is due to the possibilities of “raising” subterms to the top-level - which clearly does not preserve types. From 1 and 2 we deduce that $\mu I s[t]$ is bounded above by the height of $D$, i.e., the maximal length of a strictly increasing chain in $D$.

This concludes the proof of Proposition 15.

**C Proof of characterization of termination**

**Proof of Corollary 18.** For statement (1) assume that for every pattern variable $x'$, $a[x']$ receives a finite value. Then every such $x$ can only be contained in strong components having edges corresponding to constraints of the form $a[y] \geq a[y']$.

Now let $\mu I a[x] = \infty$ for some variable $x$. By Proposition 17, some strong component $Q$ exists which contains an edge corresponding to a constraint $a[t] \geq c + a[z]$ with $c > 0$. Since $x'$ cannot be a pattern variable, this constraint must have been generated for an application $t_1 t$ where $[t_1] \supseteq \lambda x'. t'$, i.e., $N[t] = nt \cup (c + a[z])$ for some polynomial $nt$. Especially, $a[z]$ is a free variable of $N[t]$. Hence, $z$ must be a free variable of $t$ where $t \neq z$. This gives us one direction of statement (1).
For the reverse direction assume \( z \neq t_2 \) is a free variable of \( t_2 \), and \( a[t_2] \) and \( a[z] \) are contained within the same strong component \( Q \) of the dependence graph \( G_I \). Since \( z \neq t_2 \), \( N[t_2] \) has the form \( N[t_2] = m \cup (c + a[z]) \) for some \( c > 0 \). But then \( Q \) contains an edge corresponding to constraint \( a[t_2] \geq c + a[z] \) which, by Proposition 17, implies \( \mu I a[z] = \infty \).

The characterizations of statements (2) and (3) directly follow from the observations that the \( d[\cdot] \)-value is increased precisely when going from a \textit{case}-expression to its selector, and that the \( s[\cdot] \)-value is increased precisely when going from an application to its operator.

This finishes the proof of Corollary 18.

D Proof of conservativity

\textit{Proof of Theorem 21.} Let \( S \) and \( I \) denote the sets of constraints resp. integer constraints generated by our analysis applied to \( p \). Furthermore, let \( \mu I \) denote the least solution of \( I \). Since \( p \) is monomorphically typed we know from Proposition 15 that \( \mu I s[\cdot] < \infty \) for all subterms \( t \). Therefore, it remains to prove finiteness for variables \( a[\cdot] \) and \( d[\cdot] \).

As in the proof of Proposition 15, we construct a finite partial ordering \( D \) together with ranking function \( R \) mapping the subterms \( t \) of \( p \) to elements in \( D \). For this let us w.l.o.g. assume that \( t_{\text{init}} \equiv \lambda z_1, \ldots, z_m t_0 \) where \( t_0 \) is of non-functional type. Then the carrier of \( D \) consists of all non-functional subterms occurring in \( t_0 \), ordered by the subterm ordering. Note that by our extra assumption, \( t_0 \) is contained in \( D \) and is the maximal element.

Given \( D \), function \( R \) is defined as follows. If \( t \) is a subterm of \( t_0 \) then \( R[t] \) is the smallest superterm of \( t \) of non-functional type. Furthermore, if \( R[f] = d \) then \( R[t] = d \) for every subterm \( t \) occurring in the right-hand side of \( f \). Now assume \( t' \neq \cdot \). Then the following holds:

1. If \( [t] \supseteq t' \) then \( R[t] \geq R[t'] \).

2. If variable \( x \) is of functional type, then \( a[x] \geq a[t'] \in I \) implies that either \( t' \) is a variable as well or a subterm of \( t_0 \).

3. If variable \( x \) is \textit{not} of functional type, then \( [x] \supseteq t' \) implies that either \( t' \) is a variable or \( R[x] > R[t'] \).

From statement 3 we deduce that for all \( t \), \( \mu I d[t] \) is bounded above by the height of \( D \) plus 1. For the \( a[\cdot] \)-constraints statements 2 and 3 imply that every strong component has only edges corresponding to constraints of the form \( a[x] \geq a[y] \). It follows that \( \mu I a[x] < \infty \) for all variables \( x \).

This concludes the proof of Theorem 21.