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Abstract. We extend off-the-shelf shape analyses with the ability to infer numeric relations between directly or indirectly connected heap cells. Specifically, we introduce the concept of connectors, an instrumentation that retains relations between heap cells even if these cells are merged into summary nodes. Managing connectors is based on applying generic fold and expand operations on a numeric abstract domain. Connectors are thus a universal tool to enhance shape analyses with any numeric analysis. We show how connectors provide the ability to infer invariants of non-trivial heap structures such as sorted/skip lists and search trees.

1 Introduction

Proving the absence of NULL- and dangling pointer dereferences in heap-manipulating programs requires the ability to deal with an a priori unbounded number of heap cells. The problem of summarizing these heap cells into a finite set of abstract heap cells is known as shape analysis. Traditionally, the shape of the heap is described using a logic such as separation logic [14] or three-valued logic analysis (TVLA) [15]. The challenge of both approaches is the synthesis of appropriate predicates that are able to express the invariants in the program.

While this challenge has been addressed quite successfully for the synthesis of shape predicates, the synthesis of numeric invariants remains a stronghold of numeric abstract domains. This paper therefore addresses how to combine an analysis of heap shapes with the inference of numeric relations on the contents of heap cells. Such a combination is a prerequisite to expressing invariants for sorted lists, search trees and other common data structures. The presented analysis extends any shape analysis that summarizes and materializes nodes in a graph that represents the abstracted heap. We therefore consider the actual shape analysis to be an oracle that informs our analysis about nodes that are combined into summaries and about accesses to nodes. In the latter case, we assume that a summarized node is being materialized. For the sake of the introduction, we also assume that the underlying shape analysis removes infeasible points-to edges.

Consider the sorted list in Fig. 1a) that is summarized into a single summary node in Fig. 1b). When analyzing the numeric content using the abstract domain of polyhedra [2], the cell content reduces to $1 \leq x \leq 3$ that we abbreviate by the interval notation $x \in [1,3]$. Note that summarizing the heap has discarded

---

1 This work was supported by DFG Emmy Noether programme SI 1579/1.
any information about the order of list elements. Figure 1c) shows one possible materialization of this summary where the order of list elements is not preserved.

The central idea is to construct so-called connectors between heap nodes that allow numeric domains to infer numeric relations between the nodes. Figure 2a) shows the connectors attached to the same three-element list as in Fig. 1a). Each connector holds copies of the contents of the cells that it connects. When summarizing the cells containing one and two, the connector between them stays on the edge that thereby points from the summary node to itself. When folding the next node onto the summary, the cell content and the connector are folded in unison, yielding the state in Fig. 2b). The connector retains the invariant that the successor of each node contains the next larger value. When a cell is materialized from the summary, the corresponding connector is expanded too, as done in Fig. 2c). Once it is certain that one cell points to another, the content of the corresponding connector is equated to the two cells it connects. For instance, upon accessing the second list node, another cell and connector is materialized before the first connector is equated with the first and the new second heap cell. The equated connector can now be removed, yielding the heap in Fig. 2d). Note how equating the connector has restricted the content of the first cell to $a \in [1, 2]$ and that of the second cell to $a + 1 \in [2, 3]$.

The connectors presented so far are one-step connectors. They are sufficient to express relations between neighboring nodes like sortedness properties, but they cannot express invariants of search trees, namely, that e.g. all elements reachable via the right branch of a node contain a greater value than the node itself. Transitive properties like reachability. In order to express these reachability invariants, we additionally introduce transitive connectors that express a numeric relation between a cell and all cells that are transitively reachable from this cell.

In summary, we present an inference of numeric heap invariants that is generic in the shape analysis and in the numeric domains, based on these novel ideas:

– We use generic relational fold and expand operators [16] to infer numeric relations using any numeric domain. This improves over the state-of-the-art of tracking a fixed set of predicates as part of the shape analysis.
– We introduce the concepts of one-step and transitive connectors that express the relation between nodes on the heap. The handling of connectors is linked to the operations of a shape analysis which is a parameter of our framework.
– We illustrate how several important data structure invariants can be inferred.

After presenting an interface to existing shape analyses and numeric domains, Sect. 3 introduces one-step connectors and details the interaction between the shape analysis and our connectors. Section 4 presents transitive connectors, followed by an example of their application to complex data structures. Section 6 presents experimental results before Sect. 7 discusses related work and concludes.
2 Preliminaries

This section introduces the interface to an off-the-shelf shape analysis and details necessary operations on the numeric domain.

2.1 Interface to the Shape Analysis

Let \( \mathcal{M} \) denote a set of non-overlapping memory regions, consisting of heap-allocated cells and stack variables. Each region contains a set of non-overlapping fields that are written \( A.l \) with \( A \in \mathcal{M} \) and \( l \in \Sigma \) where \( \Sigma \) denotes the set of all field names. As a convention, we write \( A.x, A.y \) for fields containing numeric values and \( A.p, A.q \) for fields containing pointers, although a field may contain either, a pointer or a value. For brevity, a stack variable \( S.x \) is also written as \( x \).

In order to be agnostic to the employed shape analysis, we define an interface that the shape analysis must implement and that is sufficient to infer connectors. Let \( S \) denote the set of abstract heap shapes and \( N \) denote an abstract numeric domain. Each state \( s \in S \) of the shape analysis is paired with a numeric state \( n \in N \) that holds valuations for all fields that contain numeric values, that is, \( A.x \) and \( A.y \) are variables in the numeric domain. We assume that the transfer function of assignment, tests etc. modify the numeric domain accordingly.

The interface between the shape analysis and our connector inference is given by only four functions. These may already be implemented by the shape analysis in order to summarize the numeric content of a cell. In this case, they have to be redirected to our connector inference. The four operations are as follows:

- Operation \( \text{fold}_{S,C} \) merges the content of \( C \) (usually a concrete node) with that of \( S \) (usually a summary node), thereby removing all information on \( C \). In the numeric domain, all fields \( C.x_i \) are folded onto the respective fields \( S.x_i \). The connector inference translates each call \( \text{fold}_{S,C} \) to a call \( \text{fold}_{S,S_1,...,S_n,C,C_1,...,C_n} \) that simultaneously folds nodes \( S \) and \( C \) and the nodes \( S_i, C_i \) that are stored in the connectors attached to \( S \) and \( C \). By this, the numeric invariant of Fig. 2b) is inferred.
- Operation \( \text{expand}_{S,C} \) is the inverse of operation \( \text{fold} \). It duplicates the information in memory region \( S \) to a new memory region \( C \). Its effect on the numeric domain and the connectors are symmetrical to those of \( \text{fold} \), allowing
to restore the numeric properties of the expanded memory region as shown
in Fig. 2c). Both, the fold and expand mechanisms, are detailed below.

– Operations assume(C.f \hookrightarrow D) and assume(C.f \not\hookrightarrow D) informs the numeric
domain (and the connector inference) that field C.f definitely contains (re-
spectively: does not contain) a pointer to region D.

Moreover, we require that the shape analysis provides a set \( \mathcal{E} \subseteq \text{Edges} \) of possible
edges where \( \text{Edges} = \{ A.l \hookrightarrow B \mid A, B \in \mathcal{M}, l \in \Sigma \} \). In other words, \( \mathcal{E} \)
over-approximates all possible points-to configurations of the current abstract state.
We now detail how two common shape analyses can provide the interface of fold, expand and assume.

\section{2.2 Separation Logic}

Separation logic [14] describes a heap using a first order logic formula over heap
assertions \( A.l \hookrightarrow B \), stating that the heap consists of a cell A with field \( l \) pointing
to a cell B that is not necessarily part of this heap. A \emph{separating conjunction}
\( h_1 \ast h_2 \) states that the heap cells in \( h_1 \) and \( h_2 \) live in separate heaps. Thus,
the heap described by formula \( A.l \hookrightarrow B \ast B.l \hookrightarrow A \) consists of two different
nodes pointing to each other. In contrast, both arguments of a logical disjunction
describe the \emph{same} heap, so that a expression \( A.l \hookrightarrow C \lor B.l \hookrightarrow \text{null} \) stands for
a single heap node which is named \( A \) or \( B \). In the following, we associate each
heap node with a distinct and unique name, so that each node in the heap is
accompanied by exactly one node \( A \) in the numeric state. A set of possible edges
\( \mathcal{E} \) is then given by the set of all points-to terms \( A.l \hookrightarrow B \) in the formula.

Separation logic allows to summarize sets of similar heap cells by recursively
defined predicates. For instance, a list from node \( A \) ending at \( B \) can be char-
acterized by the predicate \( \text{ls}(A,B) = (A.n \hookrightarrow B) \lor (\exists C. A.n \hookrightarrow C \ast \text{ls}(C,B)) \).
Each occurrence of predicate \( \text{ls}(A,\cdot) \) in a heap formula represents a list that is
summarized into one summary node \( A \). In the numeric domain, node \( A \) holds
the summarized numeric content of this list. When a list element is accessed, the
predicate \( \text{ls}(A,B) \) is \emph{unfolded} by replacing it with its right hand side. Since the
right hand side consists of a disjunction \( (A.n \hookrightarrow B) \lor (\exists C. A.n \hookrightarrow C \ast \text{ls}(C,B)) \)
of different heap shapes, both alternatives have to be considered separately in
the numeric domain: replacing \( \text{ls}(A,B) \) with \( (A.n \hookrightarrow B) \) just turns the summary
node into a concrete node, so we do not need to adjust the numeric state. Replac-
ing \( \text{ls}(A,B) \) with \( (\exists C. A.n \hookrightarrow C \ast \text{ls}(C,B)) \) introduces a new node \( C \), therefore
a new node is also introduced in the numeric domain via operation \( \text{expand}_{A,C} \).
Symmetrically, a formula that matches the right hand side of a predicate defini-
tion can be replaced by its left hand side. In this case a corresponding operation
\( \text{fold}_{A,C} \) is executed on the numeric domain. This mechanism allows to summarize
any heap shape for which a recursive separation logic predicate exists.

Whenever a points-to relation \( A.n \hookrightarrow B \) is unconditionally true, operation
\( \text{assume}(A.n \hookrightarrow C) \) should be executed on the numeric domain. Analogously, if a
points-to relation \( A.n \hookrightarrow B \) is definitely unsatisfiable, then an \( \text{assume}(A.n \not\hookrightarrow B) \)
operation should be executed.
2.3 Three-Valued Logic Analysis (TVLA)

The TVLA framework for shape analysis [15] represents the heap by a finite set of abstract summary nodes, each of them representing a set of concrete nodes. The shape of the heap is characterized by a set of user-supplied predicates. Usually, at least a \( \text{next}(A.l, C) \) predicate is given, indicating whether a points-to edge \( A.l \to C \) exists. The set of \( \text{next} \)-predicates that occur in the current state defines the set of edges \( E \). A valuation function takes each predicate to a value in \( \{0, \frac{1}{2}, 1\} \). Whenever the valuation of \( \text{next}(A.l, C) \) changes to zero or one, a corresponding \( \text{assume}(A.l \not\to C) \) or \( \text{assume}(A.l \to C) \) operation is performed on the numeric state. Folding and expanding corresponds to summarizing and materializing a node in TVLA. During updating a cell, all involved predicates must map to zero or one in order to determine the semantics of an access. To this end, the state is temporarily duplicated for each involved predicate with value \( \frac{1}{2} \). The task of updating a numeric state in the presence of a set of formulae has been addressed elsewhere [3]. Variants of TVLA refine the three-valued mapping with a Boolean formula, avoiding the duplication of the TVLA formula for \( \frac{1}{2} \) values [13]. Moreover, the information in the Boolean formula can be folded and expanded in the same way as the numeric information [17], thereby giving a unified formulation of shape analysis as an analysis over numeric variables.

Given the interface to the shape analysis, we now turn to numeric domains.

2.4 Numeric Domain Operations

We illustrate our analysis on \( N_X := \text{Poly}_X \), the numeric domain of convex polyhedra [2] over variables \( X \), although any other abstract domain may be used. In the context of our analysis, \( X = \{A.x, A.y, \ldots | A \in M\} \), and we write \( N \) instead of \( N_X \) where the support set is clear from the context. We define the following three functions that return a new numeric state:

- **Function** \( \text{copy}_{A,B} : N \to N \) adds a copy \( B \) of region \( A \) to a numeric state \( n \in N \) by performing the assignment \( B.l := A.l \) for all \( A.l \) currently in \( n \).

- **Function** \( \text{drop}_A : N \to N \) eliminates all variables \( A.l \) from a state \( n \in N \). In the abstract domain of polyhedra, elimination of a variable \( x \) corresponds to a projection onto the Euclidian subspace without dimension \( x \).

- **Function** \( [A = B] : N \to N \) restricts a state \( n \in N \) by adding the constraint \( A.l = B.l \) for every field \( l \in \Sigma \), such that \( A.l \) or \( B.l \) occurs in \( n \).

We require two more numeric domain functions that mirror the effect of \( \text{fold} \) and \( \text{expand} \) on memory regions. To this end, we recall the following definition [16]:

**Definition.** Given the \( m \) dimensions \( ab \ldots \in X^m \) and \( m \) dimensions \( a'b' \ldots \in X^m \), define \( \text{fold}_{ab,\ldots,a'b'\ldots} : N \to N \) and \( \text{expand} : N \to N \) as follows:

\[
\text{fold}_{ab,\ldots,a'b'\ldots}(n) = \text{drop}_{a'b'\ldots}(n \sqcup \text{swap}_{ab,\ldots,a'b'\ldots}(n))
\]

\[
\text{expand}_{ab,\ldots,a'b'\ldots}(n) = n \sqcap \text{swap}_{ab,\ldots,a'b'\ldots}(n)
\]

where operation \( \text{drop}_{a'b'\ldots} \) eliminates the given variables (analogous to \( \text{drop}_A \)) and \( \text{swap}_{ab,\ldots,a'b'\ldots} \) exchanges the given primed and unprimed identifiers.
The fold function merges the information over \(a'b'\ldots\) with that over \(ab\ldots\) and then removes \(a'b'\ldots\). Intuitively, fold discards all relations between \(ab\ldots\) and \(a'b'\ldots\) but retains any relational information that \(ab\ldots\) and \(a'b'\ldots\) have with other variables. Symmetrically, expand duplicates relations within \(ab\ldots\) to \(a'b'\ldots\) but, unlike an assignment \(a := a'\), induces no equality between \(a\) and \(a'\).

For instance, \(\text{expand}_{ab,a'b'}(n)\) on a polyhedron \(n\) defined by the vertices \(\langle a, b, 0, 0 \rangle \in \{(0, 0), (1, 1)\}\) yields \(\langle a, b, a', b' \rangle \in \{(0, 0, 0, 0), (0, 0, 1, 1), (1, 1, 0, 0), (1, 1, 1, 1)\}\). Note that the equality \(a = b\) in the input state \(n\) has been preserved and duplicated to \(a' = b'\) in the expanded state, but that \(a = a'\) does not hold.

Applying fold and expand on memory regions \(S\) and \(C\) naturally translates to applying the corresponding numeric operations on the sequences of numeric variables \(S.x, S.y\ldots\) and \(C.x, C.y\ldots\). Care must be taken that both sequences contain the same sequence of field indices by possibly inserting lacking fields. In the sequel, we write \(n := \text{fold}_{S,C}(n)\) to update a numeric state and assume that the translation to sequences of numeric variables is done implicitly.

These preliminary definitions suffice to introduce the connector inference.

### 3 One-step Connectors

The connector inference tracks relational information between heap cells that preserves certain information that may otherwise be lost when heap cells are summarized. This section addresses the key questions about connectors, namely how to create them and how to use their information, by first introducing one-step connectors that are generalized to transitive connectors in the next section.

A one-step connector tracks the relation between two cells that are directly connected via a points-to edge. Thus, we define the state of the connector inference as a partial map \(o : \text{Edges} \rightarrow M \times M\). A connector between a field \(A.l\) and a memory region \(B\) exists iff \(o(A.l \rightarrow B)\) is defined. In this case the tuple \(\langle A', B' \rangle := o(A.l \rightarrow B)\) is a connector that describes the contents of \(A\) and \(B\) in all states where the edge \(A.l \rightarrow B\) exists. Valuations for all fields \(A'.x_i, B'.x_i\) are held in the numeric domain, so that relations between these fields can be inferred. Suppose that the summary node in Fig. 2b) is \(S\) and that its self-edge is \(S.next\), the heap consists of a summary node \(S\) and a connector \(S.next \rightarrow S\) with \(o(A.l \rightarrow B) = \langle \langle S'.x, S'.next \rangle, \langle S''.x, S''.next \rangle \rangle\). Then the numeric domain holds the constraints \(S.x \in [1, 3], S'.x = c\) and \(S''.x = c + 1\) for some \(c \in [1, 2]\).

**Creating Connectors.** In order to curtail an information loss due to summarization, connectors have to be created before a memory region \(C\) is folded onto region \(S\) by intercepting the operation \(\text{fold}(S,C)\). Based on the set of may-edges \(E\), we identify all edges \(E \subseteq E\) that are connected to \(S\) or to \(C\) and for which no connector exists. For each such edge \(A.l \rightarrow B \in E \setminus \text{dom}(o)\), we create two memory regions \(A', B'\), update the numeric state to \(n := \text{copy}_{A',B'}(\text{copy}_{B,B'}(n))\) and extend \(o\) with the mapping from \(A.l \rightarrow B\) to \(\langle A', B' \rangle\).

**Folding Cells.** When two regions \(S\) and \(C\) are folded using \(\text{fold}(S,C)\), the connectors attached to \(S\) and \(C\) also have to be folded onto each other. A connector
represents values of nodes in case they are connected, so for a non-existing edge arbitrary connectors may be introduced, as they will never be applied. Thus, when two nodes $A$ and $B$ are summarized where a connector $C.l \rightarrow A$ but no corresponding connector $C.l \rightarrow B$ exists, the connector $o(C.l \rightarrow A)$ becomes the connector of the summarized node. Analogously for connectors $A.l \rightarrow C$ and $B.l \rightarrow C$. Connectors may be absent in two contexts, namely for connectors to other nodes than $S$ or $C$ and for edges between $S$ and $C$, as detailed now.

The first step in folding two regions $S$ and $C$ is to ensure that no connectors between $S$ and $C$ exist, as these would be dangling once $C$ is removed. Hence, any connector on the edge $C.l \rightarrow S$ is “bent” to the edge $C.l \rightarrow C$ as shown in Fig. 3a2). If a connector already exists for edge $C.l \rightarrow C$, it is folded onto the bent connector as shown in Fig. 3b2). The edges from $S$ to $C$ are treated symmetrically, thereby giving a strategy for removing all edges between $S$ and $C$. Figure 3 illustrates this strategy: In a2), the connector from $S$ to $C$ of the heap in a1) is bent to $S$, giving the heap in a3). In b1), the connector reaching from $S$ to $C$ is turned into a self-looping connector that reaches from $S$ to $S$. This requires its numeric content to be folded onto the already existing connector from $S$ to itself, giving the heap b2). In c1), both the connectors from $S$ to $C$ and from $C$ to $S$ have to be folded onto the connector from $S$ to $S$ and the connector from $C$ to $C$, respectively, giving the heap in c2).

The intermediate result are two nodes $S$ and $C$ that are not connected. Now regions $S$ and $C$ have to be folded onto each other together with the connectors attached to them. The goal is to update the numeric state to $n := \text{fold}_S s_1...s_n, C c_1...c_n(n)$ where $S_1...S_n$ and $C_1...C_n$ are sequences of connectors that are folded alongside the actual cells $S$ and $C$. To this end, define sequences $s$ and $c$ as $s := S$ and $c := C$ and extend them with connectors:
For each node $A \notin \{S,C\}$ for which connectors $\langle A', S' \rangle := o(A.l \mapsto S)$ and $\langle A'', C' \rangle := o(A.l \mapsto C)$ exist, add them to $s$ and $c$ by updating $s := sA'S'$ and $c := cA''C'$ and remove connector $A.l \mapsto C$ from $o$.

For each node $A \notin \{S,C\}$ for which connectors $\langle S', A' \rangle := o(S.l \mapsto A)$ and $\langle C', A'' \rangle := o(C.l \mapsto A)$ exist, add them to $s$ and $c$ by updating $s := sA'S'$ and $c := cA''C'$ and remove connector $C.l \mapsto A$ from $o$.

If there exist connectors $\langle S', S'' \rangle := o(S.l \mapsto S)$ and $\langle C', C'' \rangle := o(C.l \mapsto C)$, add them to $s$ and $c$ by updating $s := sS'S''$ and $c := cC'C''$ and remove connector $C.l \mapsto C$ from $o$.

Finally, the numeric content is folded by updating the numeric state to $\text{fold}_{A}(n)$. Now all connectors attached to $C$ that had a corresponding connector attached to $S$ are removed from $o$ and their numeric contents are summarized.

Note that there may still be connectors attached to $C$ that have no corresponding connector attached to $S$. These are “moved” to region $S$ by updating $o$ so that every connector $\langle A', C' \rangle := o(A.l \mapsto C)$ is replaced with a connector $A.l \mapsto S$ such that $\langle A', C' \rangle = o(A.l \mapsto S)$. Analogously, every connector $\langle A', C' \rangle := o(C.l \mapsto A)$ originating from $C$ is replaced by a connector $S.l \mapsto A$ originating from $S$. The third column of Fig. 3 illustrates this situation. In a3) and b3) the connectors attached to $S$ remain unchanged during summarization, whereas in c3) the connector attached to $C$ is folded onto the connector attached to $S$ together with the numeric contents of the nodes.

Expanding Summaries. Expanding a summary node $S$ to a concrete node $C$ is done by simply reverting the steps of folding two nodes to one summary node: First, $S$ is expanded to an exact copy $C$, then each self-looping connector at $S$ is expanded to a connector from $S$ to $C$ and finally each self-looping connector at $C$ is bent to $S$. Figure 4a) shows a summary $S$ of a consecutively numbered list. In Fig. 4b), a node $C$ has been materialized and the connector $S.next \mapsto S$ has been expanded to connectors $S.next \mapsto C$ and $C.next \mapsto S$, describing every edge from $C$ to $S$ or vice versa, provided that it exists, points to the next higher value.

Applying Connectors. The information contained in a connector can be utilized whenever the shape analysis determines that an edge $A.l \mapsto B$ definitely exists. In this case, the connector $\langle A', B' \rangle := o(A.l \mapsto B)$ can be applied by updating state $n := [A = A', B = B'](n)$. This operation is triggered by the shape analysis via operation $\text{assume}(A.l \mapsto B)$. In contrast, operation $\text{assume}(A.l \not\mapsto B)$ informs the connector inference that a connector is spurious.
and that the relations it expresses do not hold. In the first case, the information in the connector is redundant after applying it, whereas in the second case its information is not applicable. Hence, in both cases we remove the connector $A.l \mapsto B$ from $o$ and $A', B'$ from $n$ using $\text{drop}_{A'} \circ \text{drop}_{B'}$.

Since relations between neighboring nodes are not always sufficient for describing complex heap structures, we now turn to transitive connectors.

4 Transitive Connectors

Consider summarizing the search tree in Fig. 5a). One-step connectors can express relations between a node and its left or right child. This is shown in Fig. 5b) where connector $S.l \mapsto S$ indicates that the left child is exactly one smaller and connector $S.r \mapsto S$ indicates that the right child is exactly one greater. However, the concrete heaps modeled by this abstraction include the heap shown in Fig. 5c), which obviously violates the search tree invariant as it is cyclic.

Since one-step connectors are insufficient for expressing certain invariants such as that of a search tree, we now address how to generalize them to connectors that relate nodes that are indirectly connected via arbitrary paths. Considering the set of field names $\Sigma$ as an alphabet, then the words over $\Sigma$ describe possible paths that may connect one node with another. Suppose that we annotate each connector with the formal language that describes the set of possible paths for which the connector models a relation. Then a one-step connector $A.l \mapsto B$ can be considered as tracking a relation for the one-elemented language $\{l\}$.

In principle, one can track connectors for any set of paths. For simplicity, we will confine this presentation to connectors that capture the relation between node $A$ and all nodes reachable from $A$ via some arbitrary path beginning in field $A.l$. Thus, we partition the possible paths into languages $\omega_l = l\Sigma^*$ for all field names $l \in \Sigma$. In the following, we will denote the set of paths connecting node $A$ with node $B$ via $\omega_l$ by $A.l \leadsto B$. The operations presented for these paths $\omega_l$ can straightforwardly be adopted to more specific paths.

Figure 5d) shows the summarized tree of Fig. 5a) with a dotted transitive connector $(r, r-1)$ for $S.l \leadsto S$, stating that, for each tree element, the nodes in the left subtree are exactly one smaller (implying at most one node), and a transitive connector $S.r \leadsto S$ whose content $(s, t)$ with $t \in [s+1, s+2]$ states that all contents of a node’s right subtree are strictly greater than that of $S$. 
Creating Transitive Connectors. Transitive connectors are created in the same way as one-step connectors: For every pair of heap cells $A$ and $B$ and field $l \in \Sigma$ for which the set $\mathcal{E}$ of possible edges contains a path $p \in l\Sigma^*$ from $A$ to $B$ starting with field $l$, a transitive connector $A.l \rightsquigarrow B$ is created by copying the numeric contents of $A$ and $B$ into regions $A'$ and $B'$ in the numeric state, and a mapping from $(A.l \rightsquigarrow B)$ to $(A', B')$ is tracked. Since overapproximating the set of possible paths introduces connectors between unrelated heap cells, the precision of the transitive connectors crucially depends on the accuracy of set $\mathcal{E}$.

Folding and Expanding. Transitive connectors are folded and expanded in the same way as one-step connectors. Figure 6a) shows the tree of Fig. 5d) after expanding the summary two times and then following path $r$, that is, accessing contents of the root node’s right child. The connector of path $R.r \rightsquigarrow S$ has been applied to the numeric content of $R$ and $C$, forcing the numeric content $y$ of $C$ to be greater than the numeric content $x$ of $R$. For the sake of presentation, we have omitted connectors originating at $S$ and those targeting $R$.

Applying Transitive Connectors. In Fig. 6a), the connector for $R.r \rightsquigarrow S$ states that those nodes summarized in $S$ that are reachable via the $r$ field of $R$ have greater numeric content that node $R$ itself. We cannot apply this information directly to summary node $S$, since at this point the nodes abstracted in $S$ that are reachable from node $R$ via field $r$ cannot be distinguished from those that are reachable from $R.l$. However, we know that $R.r$ definitely points to $C$, and so all fields reachable via $R.r$ are also reachable via node $C$, in particular, via fields $C.l$ and $C.r$. More generally, every node $A$ that is reachable from $C$ via paths $C.l \rightsquigarrow A$ or paths $C.r \rightsquigarrow A$ is also reachable via paths $R.r \rightsquigarrow A$. Thus, the information in connector $R.r \rightsquigarrow S$ is valid for $C.l \rightsquigarrow S$ and $C.r \rightsquigarrow S$.

Hence, we restrict the connectors $C.l \rightsquigarrow S$ and $C.r \rightsquigarrow S$ by expanding the connector $R.r \rightsquigarrow S$ as necessary and equating the instance. (Expansion is not necessary in our example, as there is only $C.l \rightsquigarrow S$.) This is done by equating the “source” value $r$ of connector $R.r \rightsquigarrow S$ with $x$ and equating the “target” value $s$ of connector $R.r \rightsquigarrow S$ with the target value $q - 1$ of connector $C.l \rightsquigarrow S$. The resulting state is shown in Fig. 6b), where target value $t$ of connector $C.l \rightsquigarrow S$ is now restricted by $t = q - 1$ and $t \in \{x + 1, x + 2\}$, maintaining the invariant that the values of the left subtree of $C$ are between the values of $R$ and $C$. 

![Fig.6: expanding a summarized tree with transitive connectors](image-url)
5 Inferring Relational Heap Invariants

Since the numeric contents of all connectors are stored in a single domain, connector inference does not only infer relations between the heap cells a connector is attached to, but also between different connectors. This allows to infer invariants for more complex shapes like lists of lists. This section illustrates one such example.

Figure 7a) shows a linked list of sub-lists, each of them containing a numeric field, a pointer to the next list element and a pointer to a sub-list with numeric content. Similar to a skip list, this data structure fulfills the invariant that the entries of each sub-list are between the values of its own and the next list head. Figure 7b) shows the data structure with one-step connectors for the next fields and transitive connectors for the sub fields of the outer list after the sub-lists are summarized into one node $S$. For node $A$, the invariant restricting the entries of its sub-list is expressed by the transitive connector originating in $A$. Analogously for $B$, $C$ and $D$. Summarizing node $A$ with node $B$ simultaneously folds node $B$ and the two connectors attached to $B$ onto $A$ and the two connectors attached to $A$, thereby inferring the relation between the two connectors originating from each node. Summarizing the outer list yields the heap shown in Fig. 7c) where $q < t$ is inferred for the transitive connector $(p, q)$ of $A_{\text{sub}} \rightarrow S$ where $t$ is in the one-step connector $A_{\text{next}} \rightarrow A$, thereby enforcing the desired sub-list invariant.

This example shows that, although being agnostic of the analyzed heap shapes, the combination of connectors and relational numeric domains can even infer properties of hierarchical data structures.
<table>
<thead>
<tr>
<th>connectors</th>
<th>time (s)</th>
<th>verified</th>
</tr>
</thead>
<tbody>
<tr>
<td>summarize sorted list</td>
<td>0.48</td>
<td>✓</td>
</tr>
<tr>
<td>one-step</td>
<td>0.88</td>
<td>✓</td>
</tr>
<tr>
<td>transitive</td>
<td>1.64</td>
<td>✓</td>
</tr>
<tr>
<td>unroll sorted list</td>
<td>0.73</td>
<td>✓</td>
</tr>
<tr>
<td>one-step</td>
<td>2.68</td>
<td>✓</td>
</tr>
<tr>
<td>transitive</td>
<td>6.49</td>
<td>✓</td>
</tr>
<tr>
<td>summarize numbered list</td>
<td>0.52</td>
<td>✓</td>
</tr>
<tr>
<td>one-step</td>
<td>0.86</td>
<td>✓</td>
</tr>
<tr>
<td>transitive</td>
<td>1.70</td>
<td>✓</td>
</tr>
<tr>
<td>unroll numbered list</td>
<td>0.76</td>
<td>✓</td>
</tr>
<tr>
<td>one-step</td>
<td>2.73</td>
<td>✓</td>
</tr>
<tr>
<td>transitive</td>
<td>6.61</td>
<td>✓</td>
</tr>
<tr>
<td>summarize tree</td>
<td>0.69</td>
<td>✓</td>
</tr>
<tr>
<td>one-step</td>
<td>2.21</td>
<td>✓</td>
</tr>
<tr>
<td>transitive</td>
<td>4.38</td>
<td>✓</td>
</tr>
<tr>
<td>access leaf</td>
<td>1.20</td>
<td>✓</td>
</tr>
<tr>
<td>one-step</td>
<td>64.84</td>
<td>✓</td>
</tr>
<tr>
<td>transitive</td>
<td>673.60</td>
<td>✓</td>
</tr>
</tbody>
</table>

Fig. 8: evaluation of our implementation

Fig. 9: the search tree

6 Experimental Work

Our prototype implementation consists of the shape analysis described in [17], extended with one-step and transitive connectors. As the numeric domain, we use the implementation of the Octagon domain [11]. While the shape analysis is written in Java, the Octagon domain is taken from the Apron library [8].

Figure 8 shows the experimental results measured on an Intel Core i7 with 1.6 Ghz. All programs are evaluated in three variations: without connectors, with one-step connectors and with transitive connectors. The first program creates a six-elemented linked list with values in ascending order that is abstracted into one summary node by the analyzer. By inspecting the resulting state, we have verified, whether the sortedness of the list is still maintained by the summarized heap. Without connectors, all relational information between the summarized nodes is lost, whereas in the variants with one-step and transitive connectors, a connector establishes the relation between each node and its successor. The second program accesses and thereby materializes the first three nodes of a summarized sorted list, verifying that they are indeed in ascending order. As before, both one-step and transitive connectors are able to maintain sortedness.

Similarly to the first and second program, the third and fourth program of Fig. 8 summarize and expand a list of consecutive numbers. By inspecting the summarized state and by materializing list elements, we have checked whether the invariant that all list elements are increasing by one is inferred. Here, transitive connectors are not sufficient to verify that the difference between each node and its successor is exactly one, because the transitive connector models the numeric relation between a node and all following nodes.
The last two programs of Fig. 8 summarize the binary search tree of Fig. 9. Although the one-step connectors express that the left child of each node has a lower value and, respectively, that the right child of each node has greater value, they cannot express the crucial invariant that all nodes in the right subtree are greater than the root node. The last program descends into the right subtree and checks whether its leftmost leaf has value 5, which amounts to evaluating the C-like assertion \( \text{assert}(p->r->l->l->l->val == 5) \). Indeed, transitive connectors succeed in proving this property. The timings show a drawback of our implementation: The complexity of the Octagon domain is quadratic in the number of variables, so that the runtime becomes cubic in the number of connectors that have to be applied. Moreover, computing the set of all transitive connectors is costly, since in the best case it is based on the Floyd-Warshall algorithm that runs in \( n^3 \) steps when creating the \( n^2 \) connectors where \( n \) is the number of reachable nodes.

7 Related Work

Ferrara et al. [3] extend a TVLA shape analysis with a numeric abstract domain. They address the challenge of modifying the single numeric domain when the TVLA analysis has inferred several possible heaps at a given program point. Their work thereby shows how TVLA can be combined with our connector inference. However, they use a one-dimensional fold and expand operation [5] that cannot retain relations between variables in a heap cell. In our context, this is particularly critical, as a connector needs to express relations between at least two variables to be of use. Thus, the use of relational fold and expand operations [16] is a prerequisite for tracking summarized relations.

Magill et al. [9] enhance a separation logic based shape analysis with a numeric analysis. The idea is to generate an arithmetic program from counterexamples that the shape analysis provides. Thus, the result of the shape analysis is refined whenever the numeric analysis infers that a counterexample is spurious.

Nguyen et al. [12] use predefined numeric predicates in a separation-logic based verification tool. They can verify various various length and sortedness properties, but they cannot infer any numeric relations and rely on user-supplied predicates. Inlining (unfolding) shape definitions creates a new instance of a numeric relation and thereby corresponds to our expand operation. Analogously, their fold operation corresponds to our fold operation. However, note that a fold operation in separation logic may fail if no predicate matches the current formula. The advantage of using fold on numeric domains is that new relations and hence new invariants can be inferred.

Bouajjani et al. [1] introduce data words abstract domains that model the numeric contents of linked lists. While their approach is able to infer numeric invariants like sortedness, it is limited to sequential data structures.

McCloskey et al. [10] implement a similar invariant checker based on canonical abstraction [15]. While the set of user-defined predicates is fixed, they infer numeric invariants using numeric abstract domains. Their approach is able to
handle complex hierarchical shapes such as lists of trees. Creating hierarchical invariants amounts to summarizing a group of heap nodes onto another group. While the generic fold and expand operations would, in principle, allow this, our handling of edges between objects that are to be folded currently only caters for two single objects to be folded. Future work will address this shortcoming.

Further afield is the work of Fu [4] that focuses on scalability. Here, an upfront points-to analysis is run to obtain an approximation of possible heap structures. He shows that on this approximated structure a numeric analysis can be implemented efficiently.

Gulwani et al. [6] infer sizes and offsets into memory partitions by combining a generic shape analysis with relational numeric abstract domains. Their approach is based on an on-demand reduction between both domains. Our method of combining shape analysis with numeric analysis merely refines the shape analysis and in particular does not need to use a reduction operator in order to propagate information. Instead, all information is propagated towards the numeric domain. This alleviates the implementor from deciding when to apply the reduction.

Halbwachs et al. [7] verify algorithms that iterate over some arrays $A$ and $B$ simultaneously. They abstract each array $A$ as a current element $A[i]$ at position $i$ and summaries for the partitions before and after position $i$. Whenever index variable $i$ changes, the summaries are weakly updated simultaneously with the current values of $A[i]$ and $B[i]$. In our approach, this simultaneous weak update corresponds to folding a connector that spans between $A[i]$ and $B[i]$ onto a summarized connector.

Several analyses address the inference of metaproperties such as the length of lists [6, 9, 12]. Our connector inference is a universal refinement technique that also applies to these analyses. For instance, the size of a list can be analyzed by tracking the length of the remaining list in each list element. Analogously, the depth of a tree can be tracked by annotating each node with the distance to its leaves.

8 Conclusion

We proposed an analysis of the numeric contents of heap shapes that is able to infer numeric relations between different but related heap cells. Based on generic relational fold and expand operations, any numeric abstract domain can be used for this inference. We illustrated that invariants of complex data structures can be inferred automatically and described how established shape analyses like separation logic and TVLA can be enhanced with the proposed connector inference.
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